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CHAPTER I
INTRODUCTION

A. Research Goals

Subsurface radar detection and identification of geological and
man-made structures is an area of current importance. Examples are:
location of utility pipes such as plastic and metallic gas pipes and
water pipes[l,2,3], location of voids and tunnels[4], anthropology
mapping[5], and possible exploration of energy sources such as oil,
gas and coal. Yet, almost all of the work done in this area was
directed toward target detection, rew attempted the problem of tar-
get identification. Subsurface target identification is a problem
far more severe than the identification of aerospace targets by con-
ventional radars where the target can literally be seen and the class
of false targets is limited in scope. Underground there are varities
of unknown false or undesired targets to complicate the task. Further-
more, the medium Involved, i.e., the ground, is usually lossy, inhomo-
geneous and, most of all, electrically weather-dependent. These pro-
blems, together with the presence of the air-ground interface makes
the task of subsurface target identification truly formidable. It is
for these reasons that, to date, there is no single technique or
system capable of identifying subsurface targets in real time.

In this study, a technique for subsurface target identification
is developed and extensively tested with real radar measurements col-
lected using a video pulse radar[l-4] under different conditions (i.e.,
different ground conditions, different antennas, etc.). This techni-
que is implemented with a "first-generation" microcomputer system to
demonstrate the feasibility of real-time subsurface target identifica-
tion.

The technique used in this study characterizes subsurface targets
by their complex natural resonances[7-11], which are extracted directly
from the processed time domain waveforms via Prony's MethodEl2-15].
A predictor-correlator[40] useq the difference equation coefficients
associated with these complex resonances as discriminants to generate
a correlation coefficient for target identification. This characturi-
zation and identification method is attractive for it characterizes the
response of a target by a set of complex numbers which is independent
of the pulse radar location. Furthermore, the complex resonances and
the difference equation coefficients are pre-determined, thus, only sim-
ple algebraic operations are involved in calculating the correlation
coefficient for a real-time identification decision.
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[B. Related Research in Subsurface
_Tarqet Characterization and
Identification

Electromagnetic techniques have been used successfully for
many years for probing the earth. Keller and Freschnecht[25] give
an excellent summary of these procedures. A recent summary of sub-
surface probing techniques is given in a report by D.C. Gates, et
a 1.[26]

Perhaps the earliest documentation of a subsurface electro-
nagnetic radar system is contained in a patent issued in 1937 in
which an electrical analog of seismic systems is described[16].
There is, however, no mention of successful implementation of such
a radar. There have been attempts to use bistatic radar configura-
tions of this type but the results have generally not been highly
successful[17,18], The reason, recognized by Horton[19], is that
the tail of the pulse coupled directly from the transmit to the re-
ceive antenna occurs "just at the time when the maximum of the re-
flected pulse (from a buried target) must be accurately timed.
This coincidence tends to ruin the measurement".

, ,A significant result in video pulse technology Is described in
a patent by Lerner in which a video pulse system is used for more

moderate depths[20]. Lerner's scheme differed from the earlier patent
in that the same antenna was used for both transmitting and receiving.
Lerner introduced a combination of TR, ATR and Hybrids to separate
the transmitted pulse and the received target signal.

In this study, a crossed-dipole antenna system is used to in-
corporate this function into the antenna itself, ie., transmit-
receive isolation is achieved by isolating the antennas themselves,
The crossed dipole is an orthogonal dipole pair, one horizontal dipole
for transmission arid another orthogonal horizontal dipole for recep-
tion, which provides substartial reduction of the primary (directly
coupled) signal on the receiving antenna. Many measurements have
been ,nade on a variety of shallow targets (less than 15 m) using these
concepts[1-4,21,22]. Targets include geological structures such as
faults, joints, sink holes and man-made structures such as pipes. A
commercial unit for pipe detection based upon the research and design
work at the ElectroScience Laboratory, and designated as Terrascan,
is being produced by Microwave Associates Inc.[6]. The pulse radar
used ir, this study for subsurface target identification -is a Terra-
scan-like radar system.

A major reason for the success of the characterization and identi-
fication procedures discussed in this dissertation lies in the improve-
ments In the antenna system. The original cross-type antenna struc-
ture developed at the ElectroScience Laboratory for subsurface radar
applications was basically a crossed bowtie geometry wrapped aroung
a sphere[21], but this was subject to noise. The crossed bowtie

•j
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evolved into various planar crossed-dipole arrangements as used by
Moffatt[4]. These arrangements were, however, too awkward for use
in real-time on-location target identification. Later, Young[l,3]
introduced the loaded folded dipole geometry of the Terrascan system.
Tribuzi[66] improved this by introducing the loaded folded bowtie
configuration. Wald[59] further improved the electrical character-
istics of this structure by eliminating part of the supporting struc-
ture. He also constructed the small antenna used in a later part of
this aissertation for identification of mines. The design of the
smaller antenna was dictated by the results obtained in this dis-
sertation since its purpose was to shift the antenna resonance to
more nearly coincide with those of the mine-like target.

One of the first studies initiated in the development of the
pulse radar system with the crossed-dipole antenna for subsurface
target detection and identification was the detection and identifi-
cation of TDMB mines[28-35]. This study included efforts in the
development of antenna systems and techniques to extract the char-
acteristic spectra of the electromagnetic fields scattered by the
TDMB mine. In 1970, Sullivan[21] Investigated the feasibility of
using the characteristic real-frequency resonances of subsurface
targets in the identification of simple buried objects. The system
used in Sullivan's study was a video pulse radar with a crossed-
polarized antenna system. A similar system using crossed dipoles
was later used by Moffatt, et al.[4] in the probing of man-made and
geological subsurface targets. The subsurface video pulse radar
system was then modified and developed to be the existing Terrascan
system in a study to detect gas 1mipes[l-3]. To automate the Terra-
scan system for automatic target *identification, Chan[22] investi-
gated a matched filter technique for automatic identification of
plastic pipes using a Terrdscan-like radar system.

Other methods have been employed in the detection and identi-
fication of subsurface targets., In particular, various techniques
of Pattern recognition[37-39] were used by Echard, et al. for the
detection and identifivation of buried mines[36].

This study investigated the possibility of using in situ target
complex natural resonances to characterize and identify subsurface
targets. The basic method was first introduced by Hill[40] in the
detection of targets near the surface of the earth, and later used
by Chan, et a1.[23,48-50] in the characterization and identification
of subsurface targets.
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C. Structure of This Report

The structure of this report is as follows:

Jn chapter II, the basic radar measurement procedure is per-
sented. In addition, preliminary signal processing is discussed
since certain preprocessing does improve the target identification
results.

In Chapter III, we present a method for extracting from response
data records (I.e., the time-domain waveforms) the complex natural
resonaitces associated with the targets. This method, known as Prony's
method, is outlined and applied to extract target resonances from t e
backscattcred waveforms in the time domain.

In Chapter IV, the predictor-correlator method for target
idertification is discussed and applied to the waveforms collected
in this study. Detail identification statistics are given.

In Chapter V, the effects of radar bandwidth on the character-
ization and identification method are studied.

In Chapter VI, the effects of target size and depth on the
characterization and identification method are discussed.

in Chapter VII, we direct attention to the detecion and identi-
fication of mine-like targets in practical situations. Improvements
on the pulse radar system are made for the implementation of a port-
able, real-time on-location subsurface target identification radar.

In Chapter VIII, we discuss the implementation of the sub-
surface identification radar as a microcomputer system. Detailed
prodecures of the implementation aru presented. Real-time target
identification results using the microcomputer system are given.

In Chapter IX, a method for automatic tuning of the identi-
fication radar to the ground condition in real time is discussed.
This method is simple and can be easily incorporated into the micro-
computer system for real-time subsurface target identification.

In Chapter X, major achievements accomplished in this work are
suninarized. Conclusions and recommendations are made.

I



CHAPTER II

MEASURED AND PROCESSED WAVEFORMS
FROM THE SUBSURFACE TARGETS

A. Objectives

The objectives of this chapter are the following:

1. To give a description of the subsurface pulse radar
and the subsurface targets selected for this ,tudy and
to summarize the procedures taken to measure the back-
scattered waveforms from these targets. Raw (unpro-
cessed) waveforms from the targets are shown.

2. To summarize the signal-procpvs-ing techniques used
to partially suppress noise and clutter in the raw

wavefonis. Processed waveforms are given.

B. Subsurface Electromagnetic Video
Pulse Radar System

The video pulse radar system used to collect measurements for
this study basically consists of three components: the energy source,
the antenna system for signal transmitting and receiving and the
receiver for signal processing. The design of these components is
dictated by the electrical properties of the ground, the depth of
the target of interest as well as the target, clutter and noise
characteristics. A picture of the Terrascan-like subsurface pulse
radar used in this study together with a basic block diagram is
shown in Figure 1. The basic components are: the impulse generator,
the crossed-dipole antenna system and the receiver. Basic operation
is as follows. The impulse generator transmits short pulses of energy
through the transmit antenna into the ground. The presence of a
target scatters the incident energy toward the receive antenna. This
scattered energy is received as a sampled time-domain waveform for
target characterization and identification.

Tn the current study a short video pulse of aoiproximately 150
ps duration (at 3 dB points) and a nominal IQOOV peak amplitude
was used (see Figure 2). This pulse duration is much shorter than
those used in conventional radar practice. Furthermore, a con-
ventional radar has a few percent bandwidth about its carrier

5
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frequency whereas this video pulse output spectrum spreads from
essentially dc (repetition rate = 256 Hz) to beyond 3 GHz. It is
this broad band of frequencies inherent in this narrow pulse that
makes target identification a possibility, i.e., the scattered fields
from the targets can be sampled over a very broad frequency band and
each sample contains information about the targets. The use of such
a narrow pulse also has a second substantial advantage for the de-
tection and identification of shallow targets, in that the transmit-
ted pulse magnitude has fallen to a low value before the pulse re-
flected from the target returns to the antenna. This "time isola-
tion" effectively minimizes the width of the radar "dead zone" and
enables the scattered pulse to be observed over a wide time span.
A second fonri of isolation exists in the choice of the antenna system.
The pulse radar uses a pair, of crossed, loaded, folded dipoles with
O.6m (2 feet) long arms lying flush with the ground surface (see
Figure 1). The crossed-dipole antenna system achieves substantial
isolation between transmit and receive antennas. For a perfectly
orthogonal pair and no target perturbation, the transmitted pulse
would not be observed on the receive antenna. In practice, antenna
isolation on the order of 60 dB below the nominal pulser voltage is
achieved routinely. Such isolation further minimizes the width of
the "dead zone" and is essential for shdllow-depth target identifica-
tion. The dipoles are heavily loaded, with both resistors and
incorporated absorber in the antenna to reduce mulitiple reflections
and consequently reduce pulse distortion caused by the antenna. The
crossed-dipule antenna system has two additional advantages for the
identification of subsurface targets. First, being a cross-polarized
system it is insensitive to reflections from layers which are parallel
to the antenna irms. An important example is the ground surface
whose reflection of the incident pulse energy would produce extraneous
s ignals in other nutn-orthogonal systems. Second, received waveforms
obtained from objects which have no symmetry with respect to the
antenna arms go through a polarity revwrsal as the crossed-dipole
antenna system is rotated (about its vertical axis) by 90". This
feature represents a valid method by which a target can be separated
from an extended rio-tarqet echo which is introducwed by multiple re-
flectiuns on the antenna structuref3].

Typical raw time-domain waveforms received with the antenna
oriented at 0" and at 90' over the center of o plastic mine-like
target are shown in Figure 3. Several waveform features can be
described. The iirst sharp impulsive-type portion of the waveform
is due to direct coupling between the transmit and receive antennas.
From the amplitude of the coupling signal and the pulser output, it

*A smaller anternna (0.15 in) is later used for a more specific purpose

of mine identification.
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is seen that about 60 db isolation is achieved. Note that this sig-
nal does not change significantly with antenna orientation and thus
can be removed by forming the difference of the two wavefonris. The
coupling signal is a source of clutter but it is also useful as a
time reference for target depth and range, since it occurs at essenti-
ally the time the source impulse is radiated from the feed terminals
of the transmit antenna. The next feature of the waveform beyond
the impulse is the random clutter due to the ground surface irregu-
larities directly beneath the antenna. Because of the short duration
of the impulse arid good antenna design, this clutter feature dies out
in a few nanoseconds. Thus, only a small portion of the clutter over-
laps the return from the mine-like target. The signal from the mine-
like target appears to be rather strong. Furthermore, it reverses
polarity when the antenna is rotated by 90". thus, its amplitude will
double in the difference wavefonn. The mine-like target signal ex-
tends through a time window of approximately 30 ns and falls to
a negligible level at the time the balun reflection occurs. The balun
is necessary for connecting the unbalanced impulse generator to the
balanced dipole antenna. Thu impedance mismatch at this connection
is the source of the balun reflection. The balun reflection limits
the width of the reflectionless time window of the system. In the
present system, the width of the reflectionless time window is 36.5
ns, which turned out to be wide enough for the identification of the
shallow subsurface targets considered in this study. For a wider
window, one can lengthen the delay cable at the balun-antenna con-
nection. One can also greatly suppress the effects of the balun re-
flection by shortening the length of the delay cable at the balun-
antenna connection. In this case, the balun reflection would occur
in the time region where the target signal is much higher in amplitude.
In a later section, we describe a smaller antenna which was used for
improved target identification performance. This small antenna mas
built with the delay cable shortened and the balun structure placed
almost at the antenna feed points. The balun reflection can be com-
pletely elimin,ited if a balanced pulser is made available in the
future. . limination of the balun would also yield a narrower trans-
inlitted pulse due to less cable loss and dispersion.

An unproces sed time-domain waveform is present in the receiver
for target characterization and identification. The structure of the
receiver basically consists of J sampling oscilloscope for signal
reception. a signal-processing unit for clutter and noise reduction
and I unit for i ,- rjet ciharacterization and identification. In this
study, because of the flexibility it offered, a general-purpose digi-
ta l compu ter was first used to control the sampl ing oscilloscope and
to implement the processing, characterizati on avid identification units.
After all of the target characterizati n and identification procedures
had been established, much of the flexibility was discarded and a re-
latively Simple systelli designed for tdrij;t. detection anid identifica-
tion. "ilci I s ystem1 wa, impl 1emented with ! ,i,;irocomputer for target
identification in real time. Discussion of the microcomputer system
is presented in Chapter VIII.

I
*1
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C. The Subsurface Targets

Five targets of similar size were buried at the same depth of
5 c.n (2 inches, measured from the qround surface to the nearest tar-
get surface). Figure 4 shows the geometry of the targets.

All targets were buried in the backyard of the ElectroScience
Laboratory at points where the ground is known to be relatively un-
disturbed (i.e., free of other objects). The average dc conductivity
within 30 cm (12 inches) of the ground surface measured at the target
sites ranged from 30 mS/m for wet ground to about 20 mS/m for dry
ground and 10 mS/m for icy ground. The relative dielectric constant
measured at approximately 100 MHz ranged from 25 for wet ground to
16 for dry ground and 9 for icy ground.

Since a goal of this study was to achieve separation of a mine-
like target from other (false) targets using radar data, a major
effort was directed toward the study of the mine-like target. The
method of identification developed here can easily be adapted to
systems in which other targets are considered as desired targets or
targets to be separated.

Backscattered waveforms were obtained using the subsurface
pulse radar system. Measurements were made at different ground loca-
tions with respect to the various targets. Locations of the antenna
center for these measurements are shown as dots in Figure 5. At
each location two backscattered waveforms were obtained using two
different antenna orientations, one of which was a 90' rotation witri
respect to the other. A standard antenna orientation used in obtain-
ing the rieasuremenLs is shown in Figure 5. Measurements were obtained
with the antenna center vertically above the center and edges of the
targets. Beyond the target edges, measurements were made at the
regular interval of 15 cm (6 inches).

Data accumulation was started in early June 19/7 and continued
through early April 1979. lOuring this period the qround condition
changed from wet to dry and to icy. Data were obtained for each
ground condition to gauge the effects of the changing ground condition
on the characterization and identification of the subsurface targets.
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D. Raw Measured Waveforms

All waveforms collected by the Terrascan-like radar used in
this study consist of 256 samples in a time window of 50 ns. The
(hardware) basic sampling period TB is 0.2 ns, giving a sampling
frequency of 5.12 GHz*.

There are three possible classes of signals present in these
raw waveforms.

1. Noise: noise refers to extraneous signals which are
not in any way related to the radar source signal.
Examples are thermal noise, interference, etc.

2. Clutter: clutter refers to extraneous signals which
are related to the radar source. Examples are
transmit-receive coupling, reflection from ground
surface irregularities, and echoes from objects
other than the desired target.

3. Desired Signal: desired signal refers to echoes of the
incident source energy from the desired target.

For shallow targets the desired signal may include direct reflections
from the target and multiple reflections between the target and the
antenna. Since the antenna is so near the target, the antenna radi-
ation mechanisms and the target scattering mechanisms may not be dis-
tinct.

Noise and clutter are the extraneous signals that the signal-
processing unit is designed to suppress under certain conditions.

The scattered fields from the targets, both desired and un-
desired, plus noise and clutter produce a signal at the terminals
of the receive antenna. In most conventional receivers noise is
reduced by the introduction of filters. For broad-band signals this
is not possible but noise is reduced substantially by averaging a
number of received waveforms. In general, however, for this antenna
system even in our local urban environment where many strong inter-
fering signals exist, the voltage pulse caused by the scatterer is
clearly visible on the oscilloscope. In the subsurface pulse radar
system, due to the low sensitivity of the antenna system to above-

*Waveforvis collected by the microcomputer system consist of 128
samples in a time window of 25 ns. The microcomputer system is
discussed In Chapter VIII.
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ground disturbances, the noise level is inherently low. Furthermore,
it was found that a simple arithmetic averaging process is an effec-
tive means for reducing noise[22,24]. This means of course that the
noise is not target-induced.

Typical averageraw waveforms are shown in Figure 6. The
second waveform (---) in each figure is obtained by rotating the
antenna by 90'. If the observed signal is caused by direct coupling
between the transmit and receive antenna (T-R coupling), the signal
would not be changed by this rotation. On the other hand if the
signal is caused by any external scatterer, a polarity reversal
is observed. These raw waveforms illustrate the various classes of
signals. Figure 6-a shows a no-target waveform which is a received
waveform with no target (desired or undesired) present within the
radar range. Such a waveform, after averaging, contains clutter
only. Figure 6-b shows a waveform from the desired mine-like target.
In this waveforni, the T-R coupling and the ground surface clutter
occur early in time and because of the shallow target depth a certain
portion of the desired signal is overlapped by the clutter. It is

these extraneous signals that various signal-processing techniques
are designed to suppress. Figure 6-c shows a waveform from the brass
cylinder.

E. Processed Waveforms

Before proceeding to the target identifiration alqorithms, a
certain amount of preprocessing of the data is desirable. This is
essential here since the goal is to obtain the purest scattering data

is• possible for target characterization. These steps are made possible

by the availability of a computer in the measuring system. The data
processing will not all be essential in a field system to detect and
identify such targets. It is envisioned that any such preprocessing
that may be required can be done in a microcomputer which will be a
part of the final system. The preprocessing here included:

1. Arithmetic averaging: this process forms the arithmetic
average of ten raw waveforms at the same antenna
location and orientation.

2. Amplitude shift: any dc drift in the waveforis is
corrected by adjusting the base line.

3. GatinA: the time regiors before the T-R antenna coupling
and after the first balun reflection are replaced bv
a straight line at zero level. The resulting
"effective" time window (same for all waveforms) is
3 .5 ns wide (186 samples).

4. Time shift: the effective time window is shifted to
the same time region for all waveforms.
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5. 90'-rotation difference technique: this process forms
the difference between two average, shifted and
gated waveforms from the same antenna location but
with different antenna orientations of which one
is 900 rotation with respect to the other.

6. Multistation avera ing: this process forms the
at riltet c average of all the difference waveforms
(5. above) from the antenna locations which present
identical relative geometry between antenna and

il target.
These processed waveforms are considered to be relatively

noise and clutter-free. Furthermore, they contain only the back-
scattered information from the individual targets since the ground
of the target sites was undisturbed (free of other objects) and
relatively smooth, These processed waveforms are to be used only to
establish the parameters of identification system. They are not used
for the identification of an unknown target.

A set of processed waveforms and their Fast Fourier Transforms
(FFT)[64] for the mine-like target at various antenna locations in a
wet ground is shown in Figures 7 and 8. Typical waveforms for the

other targets are shown in Figures 9 and 10.

The following important generalizations with regard to these
waveforms are made:

1. All time-domain waveforms exhibit transient behavior
in the late-time region where only the natural response
of the target exists. This transient behavior is of
prime importance, and, as will be shown in Chapter III,
dictates the characterization and identification method
for these targets.

2. The strong peaks in the FFT's of the waveforms indicate
the possible existence of resonance behavior in the back-
scattered waveforms. These peaks may be a good approxi-
mate measure of the imaginary parts of the complex reson-
ances of the targets in situ. Note that while the time-
domain waveforms from different antenna locations over
the mine-like target change noticeably, the locations of
the stronq peaks in their FFT's stay relatively unchanged
(see the vertical dotted lines in Figure B), indicating
the complex natural resonances of the target are excita-
tion invariant. This was anticipated and is the most
attractive feature of the target characterization scheme.

.~i
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3. For the waveforms given in Figures 7 and 9 the signal
level of the cylinder is the highest while the signal
level of the sphere is the lowest. As a reasonable quanti-
tative parameter for comparison of signal and clutter
levels, the following definition of signal-to-clutter ratio
(S/C) was used in this study.

S A LT EM-ENT (1)

ENT 'ENT

where

ET is the energy of the target signal,

EM is the energy of the measured waveform, and

E is the statistical mean energy of the ensemble of
clutter or no-target waveforms used to estimate
ENT- In this study, we considered only single-
target situations, hence a collection of 51 no-
target measurements taken at various locations in
the vicinity of the target site was used as the
ensemble of clutter waveforms.

The Energy of a waveform was defined and estimated ;is follows.

te> r 2 (t)

A t=t s t
A Bt T (2)

where r(t) is the waveform under consideration and tt are the starts e

and stop-flee of the interval of interest. In this stud]y ts was taken
to be the time at which the absolute maximum of the wavefonii occurred
and t, was taken to he thu time at which the balun reflection occurred.Therdsons for these choices of ts and teargieinlercpts

The ' ae gven n lterchapters,

The ,mean clutter level was evaluated as

51 t
>• ( •[ (t)l t.i I i)/T )

i:_ I t.. ts i r i i b
ENT ................ 51- (3)

where rNTi(t) is the ith no-target waveform in thp ensemb'le and tsi,
0 Ore the stdirt and stop time, respectively of the ith no-target

waveform.

I.J
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Using the above definitions, the signal-to-clutter ratio at
various antenna locations over the 5cm deep targets were evaluated
and are given in Figure 11. It was found that the signal-to-clutter
ratio for the mine-like target ranged from 0.21 to 3.50 depending on

A the antenna location and orientation*. The brass cylinder and the
wood board targets had the highest and lowest signal-to-clutter
ratios, respectively.

The three items mentioned above: the transient behavior, the
complex natural resonances and the signal level of the oackscattered
waveforms are of prime importance in subsurface target identifica-
tion. Their dependence on changing groutd conuitions complicates the
identification process. Any practical subsurface target identifica-
tion algorithm must be able to adapt to this changing condition and
identify the desired target in a wide range of, if not all, ground
conditions. A comparison between the brass cylinder waveform in dry
and icy ground Oiven in Figure 12 clearly shows thu effects of chang-
ing ground condition. Althouq'h both waveforms exhibit similar trans-
ient behavior, the time intervals between the zero crossings are
different, indicating a shift in the locations of the target reson-
ances. The amplitudes of the two wavefornis are also different.

The FFT's of the backscbttered waveforms indicate that the
strongest frequency concentration is at about 70 MHz, furthermore,
almost all signal energy is in the 0-500 MHz frequency band. This
"system bandwidth" is of great significance in subsurface target
identification for it dictates the number of target resonances and
the magnitude of the correspond 4 ng residues in the backscattered
waveforms.

In the next chapter we attempt to characterize the various rub-

surface targets by approximating their processed backscattered wave-
forms hlith a finite complex expunential series with the complex expon-
ents being the complex natural resonances of the targets. A method
for extrac;ting these resonances directly from the time-domain wave-
forns will be presented. Results from the application of this method

A are 'livwn.

"*S/C depends also on the ground condition. The estimates given in
Figure 11 was based on a set of measurements ontained in a relative-
ly dry ground condition over a time period of several d ys. Further-
more, S/C at syninetric locations are assumed equal. S/GV0 when
EM" NT1

. ., - ,- - r., .
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CHAPTER III
CHARACTERILATION OF SUBSURFACE TARGETS BY

THEIR COMPLEX NATURAL RESONANCES

A. Objectives

This chapter sunmmarize,' a study of the characterization of sub-
surface targets by their complex natural resonances. A method for,
extracting the resonances from the processed backscattered waveforms
is derived for completeness. The method is known as Prony's method

[12-151 and, when applied to measured data, it is extremely sensitive
to the values of its parameters. An approach to solve certain of
these problems will be presented. Prony's method is applied to the
processed backscattered waveforms and an analysis of the resulting
resonances Is focused on the following:

1. The excitation invariance of the complex natural

resonances of the individual targets with respect to
antenna location.

2. The degree of distinction between the complex natural
resonances of the different targets.

3. The effects of changing ground condition on the
location of the complex natural resonances.

B. Complex Natural Resonances

The concept of using complex natural resonances for target
characteritation is developed from the fact that all finite-size
objects have resonances that depend on their physical characteristics
such as size, shape and composition as well as the medium surrounding
the object. These resonances, however, are independent of the excita-
tion[40]. As a useful but inexact analogy, in circuit theory, the
forti of the transient response of a lumped linear circuit may be
determined from the knowledge of the resonances and the corresponding
residues of the response function in the complex frequency plane.
The actual transient response of the circuit is then simply a sunma-
tion of all the residues multiplied by the inverse transforns of the
resonances. In 1965, Kennaugh and Moffatt[41] generalized the impulse
response concept to include the distributed parameter scattering pro-
blemis and suggested that a lumped circuit representation, at low

26
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frequencies or long time, was possible. Later, similar and more for-
mal representations have been designated as the Singularity Expansion
Method (SEM)[7-8]. This hypothesis is generally supported by the fact
that typical transient response waveforms, such as those shown in
Chapter II, appear to be dominated by a few exponentially damped sinu-
soids. Based on this concept, a subsurface target can be character-
ized by a set of complex natural resonances which is independent of
the location and orientation of the crossed-dipole antenna. These
resonance,: oiwever, are dependent on ground condition. Such a char-
acterization is attractive for it catalogs a target by a small set
of complex numbers.

The backscattered waveforms from the subsurface targets received
by the pulse radar system are good approximatluns to the impulse re-
sponses of the targets. Further.ore, they appear to be dominated by
a few exponentially damped sinusoids, and thus can be represented as

N sitr(t) : ] ai e (4)

where r(t) is the received transient wavefomn, si's are the complex
resonant frequencies or pole locations in the complex frequency plane.
These have, by common usage in this representation, become designated
as complex resonances or more simply as resonances. These various
terms will be used for si in this document, al's are the correspond-
ing residues and N is the number of complex resonances within the fre-
quency band of the radar system. The corresponding expre•sion In the
complex frequency domain is

N a,)>' (Ss_ iT (5)
i.~l

where <.[ ] is the Laplace transform operator[42] and s is the
complex frequency. Note that the resonances are not dependent on
antenna location and orientation however, the residues are.

In order to exploit Equation (4), it is necessary to first
determine the values of the corIplex natural resonances of the targets.
The method used here extracts the resonances of a target directly
from its transient response. This method is known as Prony's method,
which was first derived by Prony in 1795[12], and was later suggested
by Van Blaricum, et al., for extracting the pole singularities of
transient waveforms in 1975[14].
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C. Derivation of Prony's Method

In discrete form, Equation (4) can be written as

N siKTB
r(KTB) = ai e K ,1,2... (6)i-l

where K is the sampling index and T is the basic hardware sampling
period of our measurement system (see Chapter II). For an exact
solution of the 2N unknowns a1 and si, we can set up 2N (nonlinear)
equations by using 2N sample values of r(KTB). Prony's method uses
2N uniform samples, and

N sinT
r(nT) ai e ; n O,l,2 . ,M 2N-1 (7)

where T, the Prony interval, is the interval between the samples used
along the waveform. In general, N itself also represents an unknown
which is usually fixed by a trial and error process.* If no waveform

Ai interpolation is exercised, T is equal to integer multiples of TB.
Writing out Equation (7), we have 2N equations

r° = al + a2 '" + aN 1
rI = alZl + a 2 z2 + aNzN

r2 = a Z az+ 4,NZ (8)

rM zi+ a z + * + N J

where

11n r(nT)

and
S TsiTe

*N represents the number of target resonances which are excited by

interrogyting frequencies within the "system bandwidth".
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Equation (8) is a set of nonlinear equations in the zi's. Let zl,z 2

zN be the roots of the algebraic equation

(t + (izI + ,,2z2 + "" NzN = 0 (9)

so that the left hand side of Equation (9) is equal to the product

(Z-zl)(Z-z 2 ) ... (Z-ZN) 0 (10)

that is,

N N

Y (trnzil ii (z-zi) 0 (11)
m=O i'l Il

Thus, if we can evaluate ,tm, then zi can be obtained by a simple
factorization of an Nth degree polynomial. To solve for CAm, we
obtain from Equations (7) and (8)

N N ( i K ,I
N "mrK~m N (]K alzi) , K = 0,I,2...M-N

ii.0 IliO OIII=O IelOi 0

Interchanging the order of the summation yields

N N
It L 1r41  = da1 z (till z I

m=0O i1 1 0

From Equation (11), we see that the summation inside the parenthesis
of the above equation is zero, thus, we arrive at the desired linear
homogeneous difference equation

N
M' K+m 0 ; K 0,1 ,2 'M-N (12)

I1 0

Thus, the sample values of r(t) satisfy an Nth order linear homogene-
ous difference equation. This difference equation is commonly refer-
red to as the Prony difference equation.

The Prony difference equation ts linear and homogeneous, and
can be used to solve for the N+l coefficients, i.e., ,'s. In the
classical Prony's method, these coefficients are obtained by setting

=1 and solving the resulting matrix equation by matrix inversion
tiat is,

- .. _,--.-
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whereAU-()

r, r2;.. rN -

LM-N rM-N+l -N+2 "-

r
0 N

Band C - N+l

L'N - 111
is readily invertable. Standard coptrroutines such as GELG[43)
can be used to do the matrix Inversion. Once the tjj's are deter-
mined, the next step is to solve for the N values of zi. These zi's

are-. obtained by finodinrg the roots of Equati on (11) . 'The N roots are
complex numbers and because r( t) Is real , these complex numbers Appear
in complex conjuyate pairs. The polynomial root find-Ing process can
b(ý easily performed by using standard routines, such as *iull1er[44,45].

It is now trivial to obtain the palcs s* Since the roots of

LjUdLtifln (11) were defined b~y Equdtionl (8), theC Poles are simply

Si (14)

The final step in Prony's method is to determine the value of

0h0 residues .. To do this, we simply solve the maitrix equation

embodied in Lquation (8). In matrix form this set of equations is
written as

DEr 
(15)

where
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Z1  Z2  . ZN

Z2 Z2 ... 2

L1  2~ " N

D=

"1 0
i! a2 rl

E and F •
* I i

* I"

INrN-1

where now the only unknowns are the elements of the residue matlrx E.

The above derivation of Prony's method Is valid only when all
natural resonances present are simple poles. For multiple-order
poles, a slight modification is necessary in solving for the residues.
The derivation of Prony's method for multiple-order poles is given in
Appendix A for completeness. However, in this study we have not found
it necessary to postulate multiple-order poles.

In suiimiiary, Prony's method solves for the complex natural reso-
nances (poles) and the corresponding residues associated with the back-
scattered time-domain waveforms from a system of nonlinear equations
(Equation (8)) by breaking it down into three simple steps:

(1) Solve for the values of a m's of the linear Equation (13)
by matrix inversion.

(2) Solve for the poles by factoring the polynomial of
Equation (11).

(3) Solve for the residues from the linear Equation (15)
by matrix inversion.

The derivation of Prony's method is simple enough. However, its
application to the measured backscattered waveforms is a much more
comiplicated process. The following section outlines some of the
difficulties.

- --- -.
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D. Clutter and/or Noise inP rony' Me tThod

Prony's method has been found to be extremely sensitive to
clutter and/or noise. Its ability to extract the complex natural
resonances of a waveform accurately is severely inhibited by the pre-
sence of clutter and noise[46-48]. Since Prony's method is an inter-
polation process (otherwise referred to as curve fitting), in the pre-
sence of clutter and/or noise, it will give a set of poles which fit
the noisy transient response but will not necessarily represent the
complex natural resonances of the target. Various signal-processing
techniques have been applied to reduce the effect of clutter and/or
noise in Prony's method[ 46-48], with the most comronly used being the
least-square error technique. With it, Equation (13) in the previous
section 'is solved in the least-square sense. In this case M samples
are used in lieu of 2N samples where M-.2N. Thus, the matrix A becomes
rectangular, and Equation (13) is solved by the pseudo-inverse techni-
cl ue

ATAB ATC (16)

or

Q D (17)

where

J, A ATA

and

D jATC

Since ,in the signal covariance matrix, it is real, symmetric
and positive definite, and is thus readily invertible to yield the
value of iMlI S.

A second technique applied to reduce noise in Prony's method
was brougnt about by the observation that, in solving for the N+l

III's in the M homogeneous Equations (13), we can, instead of setting
10N=, require that the Euclidean noimi of the o vector be 1, i.e.,

N N 2 1 (lu)

Such an approach leads to the eigenvalue method[48,49,52].

i'I
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1nstead of setti g the leading coefficient .,N=I, we can of
course set any of the N+l coefficients to 1 in solving for the aln'S
of Equation (10). Such a constraint leads to the interpolation
version of Prony's method[51,52].

The classical Prony's method, the eigenvalue method and the
interpolation version of Prony's method were all considered in this
study. For completeness, derivations of the eigenvalue method and
the interpolation version of Prony's method are given in Appendix B.

Numerous other signal-processing techniques have been applied
[46-47], thus far, however, no completely satisfactory result has
been reported using measured data. In the following section a syste-
matic procedure that is giving good results for the present data is
outlined. This procedure was used in extracting the complex natural
resonances of the processed backscattered waveforms in Chapter II and
yielded our best results to date. As we will see, the procedure does
indeed provide satisfactory target separation.

The problem is really one of linear prediction and is prominant
in many diverse disciplines[53]. No general solution has yet emerged
and the acceptability of a given method really depends upon the appli-
cation. It is interesting however that minimizing the total squared
error (actual vs estimate) in some sense is a common starting point.
Yet this in no way optimizes the resonance locations. For our purpose
because the resonance locations need not be found in real time, pre-
sent methods are adequate If nut completely satisfying. A real need
is to compile and translate all of the various methods already being
used. Such a tutorial unified review would be invaluable but is be-
yond the scope of the present effort. We can of course easily incor-
porate any new techniques into the identification scheme.

E. App.ly linpProny's Method to the Processed
'Mea-su-red N~ka-c-c-týtPe Y~ave~oms

In applying Prony's method, one approach is to pre-determine
the following parameters:

1. N, the number of poles to be extracted from the waveform.
Van Blaricum[14,15,47] suggested a method which relies on
the fact that the (N+l)th eigenvalue of the matrix should
equal ,(2, the variance of the additive gaussian stationary
and uncorrelated noise. Such a method does not seem
practical for our measured data in which the clutter seems
to be nonstationary (transient).

2. T, the Prmony interval. Obviously, undersampling (T too
large) will almost surely bring aliased results. It was
also found that oversampling produces extraneous high
frequency poles.

Z'.
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3. cts e trhe start and stop time of the fitting interval.
ts must lie in the time region where the forced response
portion of the backscattered waveform has ended and te
must lie in the region where clutter/noise effects are
not dominant.

4. M, the number of sample points used in the fitting process.
M determines the amount of overspecification on the system
of Equations (13).

In the presence of clutter and/or noise, it was found that the
accuracy of the extracted resonances was found to be extremely sensi-
tive to the values of the above five parameters[48]. For the method
to yield an accurate solution, we have to find the "right" set of
values for these parameters. The approach developed in this study
is to vary these parameters (over a reasonable range) and assume that
the "right" values of the parameters corresponding to the "desired"
resonances are those that allow the closest approximation to the mea-
sured wavefonrm in the time domain. That is, a calculated waveform is
developed from the resonances and residues found, and this waveform is
compared to the original waveform point by point over the fitting
interval [t,,t ] and the iotal squared error found. The solution
which affords ?he smallest total squared error is considered to be the
"desired" solution. This approach is used to find the coefficients of

it the difference equation but once done for a target needs not be re-
peated for target-separation purposes. It is conceivable that such a
searching procedure can be lengthy. Furthermore, ranges of the para-
meters are dependent on the waveform being processed. However, with
a little experience, one can usually minimize them. The ranges of
these parameters in this sutdy were fixed as follows:

1. The numbor of ",;ignificant" peaks in the Fast Fourier
Transfonru of the waveforms is usually a good measure of
N and since the nLimber of "significant" peaks is between
2 and 7 in all wavefoms considered, the range of N was
chosen to be fro,'i 4 to 14 (we assumed that one peak
corresponded to it most two poles).

2. Shannon's sampling theorem constrains the maximum value
of T, while the bandwidth of the radar system (<500 MHz)
constrains the minimum value of T.* The values of T were
chosen to be 3T,5... IOT corresponding to minimum
and maximum Nyq1ist roquenci~s of 256 MHz and 768 MHz,
respectively.

*Frequencies beyond the system bandwidth conLains noise only unless
we attempt some spectral estimation techniques. The approach may
be worthy of study when ,studying "deeper" targets.

-
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3. The values of ts were chosen to be tmax,(tmax+ 2 TB),

(tmax+4TB) "' (tmax+8TB) where tmax is the time at
which the absolute 'maximum of the waveform occurs. It
was found that such a choice eisured a decaying nature
in almost all the waveforms considered. t was chosen to
to be the time at which the balun reflectign occurs
(see Chapter I1).

4. Since a vastly oversized M would result in an unstable
solution from Prony's niethod[13,15,48], the values of
M were chosen to be 2N, 3N, 6N.

Each set of values of the five parameters (N,T,tste,M) will
give a set of complex resonances when Prony's method is applied to a
waveform. This set of complex resonances maximizes the fit between
the approximated waveform rA(t) and the measured waveform r(t) in the
Interval (ts,ts+(M-l)T] with the sampling interval of T. For all
complex resonances resulting from all possible sets of (N,T, tte,M)
in the chosen range, the "desired" set of complex resonances ýs
chosen to be the one which minimizes the total normalized point-bY-
point squared error r over the error-calculating interval. The errov
r, which will be henceforth referred to as mean-square error, is defined
a .. ,s (r(t)-rA(t))2 (r2(t)+r2A(t) ; t -iTB (19)

s In this study, r(t) was taken to be the processed measured wave-

form and the approximated waveform rA(t) was generated via the method
of linear prediction[53], where

N -

rA(t+mT) ) -_.. rm(t+iliT) (20)S|m=O €•lno

m 0

In Equation (20), rA(t) and rM(t) are the approximated and the
processed measured waveform, respectively, the ,II's are the difference
equation coefficients obtained from the Prony's method, and mo Is an
index chosen for suppression of clutter and noise effects. In this

study, mo was chosen to be the coefficient of maximum magnitude.
With Equation (20), the mean-square error r can be expressed as

. .
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t. -NT+ili I
>i --2- x iM( t+mT

t-t5+mifoT , 114I

t~te_*NT~moI. ; t 1 iT2  (21)

From Equations (12) and (21), we note that the mean-square error
is zero when the measured waveform is free of clutter/noise and is
perfectly characterized by Equation (4). The error should be small
when rM(t) is closely approximated by Equation (4),

The choice of the above error criterion is related to the form
of the correlation coefficient osen in the target identification al-
gorithm of Chapter IV, in such . way that minimization of c, results
in the maximization of the correlation coefficient.

With the above search procedure, Prony's method and its varia-
tions were applied to the processed waveforms to extract their complex
natural resonances. Results are shown in the next section.

F. Thu Exr.racted Resonances of
the Subsurface Targets

The locations of extracted resonances of the wine-like target
at different antenna locations in icy ground are plotted in Figure 13
(here only poles in the upper left half s plane are shown, details
are given in Appendix C). From Fiyure 13, we make the following
observations:

I. The (,extracted resonances Lend to form "clusters". Sone
possible clusters are shown in Figure 13. The formation
of the$L clusters are based on the obviousness of clu'ter-
ing of the resonances and the known fact that the accuracy
in detenining the real part of the extracted resonance is
n normally poor. A cluster can contain at most one pole
extracted from a waveform. Poles with residues which are
three orders down in magnitude compared to the 'laxinium
residue are discarded. Poles which are remote from the
clustered g(roups are excluded. Beyond an obvinus weighing
dictated by the actual pole locations no real significance
should be attached to the shape of the closed contour
surrounding each cluster.

2. Only a small number of clusters br resonances are present.

• ..- •',r-r~q '-- " . "-"" • • . ' "Tf•;.*-.;. '.' " "• ' •;.. ... 'I
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Figure 13. Location of the extracted resonances of the
nine-like target at different antenna
locations in icy ground.
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3. The variation in the real parts of the resonances within a
cluster is generally greater than the variation in their
imaginary parts. There is at least one more major factor,
besides the ever-present clutter/noise, that causes such
variations, namely, the target-antenna interactions. At
the shallow depth of 5 cm, for most antenna locations
considered, the targets are in the near field of the
antennas for the entire bandwidth (< 500 MHz) of our radar
system.

4. An additional-factor contributes to the variations in the
extracted resonances from the mine-like target, namely,
its complex structure. This target possesses the most
complex structure of allitargets considered.

5. The phenomenon of certain resonance(s) being weakly excited
in certain radar aspects is evident. The weakly excited
resonances were.not extracted.

6. As expected, the residues are aspect dependent This
becomes evident by noting the variations of .7:.gnitude
of the residues of the poles in the clusters K)ee
Appendix C).

7. The mean-square error c is small (< .01, see Appendix C)
in all cases considered, meaning that the finite sum of
complex exponentials fits the measured waveforms well.
This is a necessary condition for our identification
algorithm whose correlation coefficient is defined to be
unity minus the mean-square error c.

In this study, a subsurface target was characterized by the set of
average extracted resonances. Averaging was performed over all the
extracted resonances in each cluster. For the mine-like target, the
average extracted resonances are shown as solid dots in Figure 13.
Parameters such as the variation from the average of each pole with-
in the cluster is not meaningful because of its causes which include,
besides the effects of clutter and noise, the possible variations in
the pole excitation at the various antenna locations and orientations.
Slight pole variations due to the variations in the antenna locations
and orientations is possible for the finite exponential sum represent-
ation of the tarc'-t's transient response is only an approximation and
that the targets ... nsidered are located in the closed vicinity of the
radar system.

The extracted resonances shown in Figure 13 were obtained using
classical Prony's method (i.e., uN=l). Classical Prony's method was
found to extract poles with tighter clusterings among the results
given by other methods under the constraint am=l,m=0,l-..,N[52]. The
eigenvalue method provided results similar to those given by the
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Classical Prony's method. Thus, no clear cut choice of method was
discernable. Accordingly, the extracted resonances shown in thisdissertation were the results of either of these two methods.

In order to see the effects of the changing ground condition on
the location of the extracted resonances, the average resonances of
the mine-like target in different ground conditions are tabulated in
Table 1 and are plotted in Figure 14. From Figure 14, we see that
there were five (pairs) extracted resonances. The imaginary parts of
the extracted resonances were relatively insensitive to changes in
ground condition. This seems to imply the resonances of the mine-
like target are internal resonances. This also means that the 'target
identification scheme when applied to this target will be relatively
insensitive to ground conditions.

The implications of the fact that there were five (pairs) reson-
ances extracted from the mine-like target waveforms is significant.
It means that this target can now be characterized by a finite-order
system.

Not all the extracted resonances are related to the scattirlnq
mechanisms of the mine-like target. In fact, the lowest resonaice
was found to be the antenna resonance of the system. This becomes
particularly clear when we study, the resonances extracted from the
mine-like target waveforms collected with a 12m long antenna. 3y
gating out the late'time portion of the backscattered waveform from
the mine-like target received by the 12m long antenna, we effectively
eliminated the resonance of the antenna created by the finite length
of the antenna arms. Thus, poles extracted from these waveforms are
all target-related. A typical such backscattered waveform in the
time domain is shown In Figure 15, The short time window (compared
to the O.6m long antenna waveforms of Figures 7) of the waveform
Indicates the absence of any low frequency content. The average
extracted resonances from the mine-like tarqet waveforms received by
the l2m long antenna at various locations aru shown in. Figure 1G.
A quick comparison with the extracted resonances from the 0.6ni long
antenna waveforms reveals the fact that the resonance with imaginary
part of approximately 60 MHz is the antenna resonance. Thus, for the
system with the 0.6nm long antenna, four (pairs) target resonances
were present in the received waveforms. The antenna resonance was
extracted from almost every waveform of all targets considered.

In contrast to the case of the plastic mine-like target, the
brass cylinder was found to possess external resonances. Table 2
lists the average extracted resonances of the brass cylinder Irn
various qround conditions. Locations of these resonances are Plso
plotted in Figure 17, From Figure 17 we see the following effects
of the changing ground condition on the extracted resonances of the
brass cylinder. rirst, the antenna resonance is insensitive to changes
in the qround condition. This may be attributed to the fact that the
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arms of the crossed-dipole antenna were not in electrical contact with
the ground surface. Second, the imaginary parts of the three higher-
order* resonances increased significantly when the ground changes from
dry to icy. This is to be expected, because the resonances of the
brass cylinder are external resonances. The increase in the imaginary
parts of these external resonances indicated a decrease in the value
of the dielectric constant of the ground. Third, the real part of
the three higher-order resonances generally decreased as the ground
changed from dry to -icy, indicating that icy ground in this case was
more lossy. The increase in loss seemed to be the reason for the
absence of the real cylinder pole In icy ground.

The average extracted resonances of the aluminum sphere, copper
sheet and wood board are tabulated In Table 3. From Table 3 we see
that the antenna resonance is present in the waveforms of all targets.
Note that the extracted resonances of the five targets considered lay
in the same general region of the complex frequency plane and are
only marginally separated. Such is expected to some extent because
all targets considered have (again marginally) similar sizes. Such
marginal level of distinction in the poles is expected to present
difficult tests for the identification algorithm. Furthermore the
number of resonances for th" various targets are also close (4 to 5
pairs); this further tests our identification method.

The location of the target resonances are related to the scat-
terig mechanisms of the target. For subsurface targets, these rela-
tionships are complicated by the presence of the air-ground interface,
the ground condition and the characteristics of the transient antenna
system. For shallow targets the near-field effects and the target-
antenna interactions further complicate the picture. In this disser-
tation, we do not intend to explore these relationships. Instead, we
proceed to use the extracted resonances for identification of the
various subsurface targets. In the next chapter, a basic identifica-
tion algorithm will be given and identification results using the
extracted resonances as the discriminants will be presented.

*Order here denotes increasing imaqinary part.

* 1n ~ '-
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CHAPTER IV
THE PREDICTOR-CORRELATOR IDENTIFIER

A. 0Qec tiv es

Thi:A chapter summarizes tUe targec identification procedure
based on the predictor-correltor identification method[40,.-]1].
A detailed analysis on the predictor-correlator is presented.
Identification performances based on real radar measurements are
given.

Processing for target identification using the predictor-cor-
relator consists of comparing a measured wavearm from an unknown
" arget with a calculated waveform produced using the resonances of
a known desired target. The procedure Is as follows:

1. Preprocessing: The preprocessor attempts to suppress
clutter and noise. For "single-luok"* identification,
the following preprocessing steps are taken:

a. Arithmetic Averaging (see Chapter II),

b. Amplitude Shift (see Chapter II).

c. Time Shift (see Chapter II).

d. 90"-rotation Difference (see Chapter II).

e. Filtering: It was found that with the systeim under
discussion, almost all of the target signal energy
resided in the 0-500 MHz region (see Chapter II),
thus, to suppress out-of-band clutter and noise a
low-pass trapezodal filter with the transfer function
shown in Figure 18 was inserted into the preprocess-
Ing unit. Various critical frequencies were tested,
the ones shown in Figure 18 yielded the best !deritifi-
cation performance.

* i.e., Identification based on a single radar observation

S.It. . .. i
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Figure 18. Transfer function of the pre-processor filter
used in the 0.6m lonq antenna system for
target identification.

For design flexibility, the filtering processes were
perforned in the frequency domain with the Fast Fourier
fransform (FFT) package available in the digital computer
system library. The only goal of the filtering operation
is to remove the out-of-band frequency contents without
adding any extraneous frequencies to the spectrum of the
target response. The trapezoidal filter structure is a
digital filter and was used here because of its linear
phase characteristics and the availability of the FFT
package 'in the digital computer. The FFT package allows
tremendous flexibilities in digital filter design. It
is important to note that the use of the trapezoidal
filter here was not meant to be "optimum". More extensive
study may well yield a better filter structure.

2. Detection: The detector performs a screening operation
for the predictor-correlator identifier by rejecting as
undesired-target waveforms those waveforms whose para-
meters are not within the desired ranges. The para-
meters considered in this study were:

I

I
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a, Waveform energy (as defined in Chapter II).

b. Peak timing of the waveform.

c. Peak amplitude of the waveform

The desired ranges of the detection parameters were determineo
by studying the ranges of these parameters of the desired-target
waveforms. Examples illustrating the choosing of the detection para-
meters are given in Section F of this chapter.

3. Prediction: Predict the calculated waveform using the
Prony dif.erpece equatign.. .

4. Correlation: Calculate the correlation coefficient for
thresho dentification by comparing thE processed and
the calculated waveforms. The correlation coefficient is
defined to be unity minus the normalized total squared
error.

This approach assumes that the poles and the difference equation
coefficients for the desired target have previously been obtained.
Thus, only simple algebraic operations are involved in calculating the
correlation coefficient for an identification decision.

B. The Predictor
The predictor generates the calculated waveform. With the com-

plex natural resonances and a chosen value of T. the coefficients
,,t1 's of the Prony difference equation (see Equation (12)) can be
determined via Equation (11). Thus, for one value of T, we can gen-
erate a calculated waveform by one of the following methods.

1. One- stepLjpreaiction:

N- 1
rc(t+N[,T) ' -"III rM (t++mT) (22)

or

2. I1!Xte r.PPo. a-t ion:

N -

rc(t+moT,T) : *', rM(t+mT) (23)

ITI = 01I1I #1110
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where

t = ts+nTB , naO,l,2...

and

ToiTB , -1,2,...

rc(t,T) and rM(tT) are the calculated and processed measured wave-
form, respectively. t , is the start-time (see Chapter II and III).
The parameter mo is an index chosen for suppression of clutter and
noise effects. In this study the interpolation method was used and
mo was chosen to be the coefficient of maxinum magnitude. By comn-
"aeaing Equtibns (.2),°(23) and (12) we note that when the measured
waveform is from the desired target, rc(t) and ry(t) are equal and
hence perfectly correlated. Note that one calcu ated waveform is
constructed at each chosen value of T and the same measured waveform
is used to construct calculated wavefonrms for all chosen values of T.

The one-step prediction method was first used by Hill who
applied it to the detection and identification of targets (above
ground) near the half space[40]. This method was then modified by
Moffatt, et al.[9] to become the interpolation method for improved
performance in clutter/noise. The predictor uses past values of the
measured waveforms only, while the interpolator uses both past and
future values and, together with its normalization process, was found
to perform better in the presence of clutter/noise,

C. The Currelator

The correlation coefficient, formed by comparing the calculated
and the processed measured waveform, is a function of T.

te-NT+moT
•. [v' (t ,T )- rM (t )]2

t=t + foT
T te-NT+moT (24)

'. (r c(tT)+r 2 t)
xt = s~moT c

where the start-time ts is taken to avoid the forced response of the
backscattered waveform, while the stop-time te is taken to avoid the
low-amplitude signal at the tail end of Lhe waveform. In this study
t. was taken to be the tivie the absolute maximum of the waveform
occurs, while te was taken to be the time the balun reflection occurs.

Equation (24) can be rewritten as
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te-NT+moT

t . 2rc(tT)rM(t)
p(T ) = t NT oT(2 5 )

te-NT+m0T

t=ts+mT

We note that the numerator of the quotient in Equation (25) is the
cross-correlation between the calculated and processed measured
waveforms. The nominal range of p(T) is -1 < p(T) < 1, and

(T = when rc(t) = rM(t) (26)

The quotient term in Equation (24) is identical to the mean-
square error t- in Equation ',21) when the approximated waveform rA(t)
in the Prony process is equal to the calculated waveform r c(t). Thus,

p(T) = 1 - (27)

The imdortatice of Equation (27) lies in the fact that it ties

the characterization and the identification processes toqether
such a way that optimization of one process (e.g., minimum c) witi
lead to the optimization of the other (maximum p(T)). Therefore,
the evaluation of optimum values of the parameters (N,T,tsteM) in
the characterization process leads also to optimum values in the
identification process. This is rather significant in the evaluation
of ,(T).

From Equations (24) and (25), we see that the interval in the
error calculation is from t-+m0 T to te-NT+moT, givinq an error
interval size of te-ts-NT. Thus, the size of the error interval
decreases as T increases.

D. The Predictor-Correlator as a Filter

In order to understand the operation of' the predictor-correlator
identifier, it is helpful to consider the identifier as a linear
t 4me-invariant filter.

From Equations (21) and (24), we see that, an instantaneous
error e can be defined as



52

N
e(t+moT) = rM(ttI1oT) - r (t+moT) rM(t+mT) (28)

Thus, the instantaneous error e can be interpreted as the output of
a Finite impulse response (FIR) filter[54-56] with the filter coef-
ficients &m where

•m
r11M, ta (29)

•:• m0

Note that although the filtering operation is based on the sampling
interval T, the instantaneous error exists at the sampling period
of T , where T is taken to be multiples of TB. In the Z domain [54-56),
the Tnstantaneous error is given by

-N+m k-i
E(Z) Z 0 Z C(7)RM(Z) (30)

where

E(Z) Z transform of the instantaneous error, based on TVN ('N-m

C(Z) / I, Tm Z'm, is the Z transform of the filter
m=0 Om 0  coefficient sequence.

RM(Z) = Z transform of the processed measured waveform

and

T = KTB, K= 1,2,'"

The product C(Z)R%(Z) in Equation (30) is the filtering opera-
tion in the Z domain. ince the Z transform is based on the sampling
interval T, thus this product term alone results in samples only at
the sampling intervals Qf T in the tine domain. The weighed sum
operation (weighed by ZI/k) fills the time interval between these
samples with samples at finer sampling interval of TB, and thus
assures a yetter error waveform resolution. The presence of the
factor Z-"11o is to make sure that the starting point of the instan-
taneous error be consistent with that stated in the definition of
the instantaneous error for the case of the interpolation method.

Usinq Equations (11), we rewrite Equation (30) os

-N+mo k-l iN

E) mi RM(Z) IL (l-7'zj)
0o j=l

jI,
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s .T
where Z, z e are the locations of the desired-target resonances
in the I plane, s. are the complex resonances in the s plane and N
is the number of 2omplex resonances of the desired target. Note
that the locdtions of the complex resonances in the Z plane are
functions of the sampling interval T.

From Equations (24-31), we make the following important observa-
tions:

1. The mean-square error r is the normalized energy of
the instantaneous error e. c is directly related to
e as follows.

_e2 (t)
t _(32)

e (t) + 2 )' rM(t) " 2 I rM(t)e(t)
tt

where the summations in Equation (32) are taken over the error
interval. The lower and upper bounds of the mean-square error u
are given by Equation (33)

1(33)

where

2e (t)
A t

rM(t)
t

and the suwiiiatlons are again taken over the error interval.

The error bounds are plotted as a function of x in Figure 19.

From Figure 19, the following observations are made.

a. is bounded as follows

2 ~','.

2 when e(t) = 2rM(t) and (34)

0 when e(t) 0 .
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Figure 19. Bounds of the mean-square error r
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b. The lower bound of c increases monotonically as the energy
of the instantaneous error rI'* Increases. c approaches
1 as r' approaches infinity.

c. The upper bound of c increases monotonically from 0 to 2
as c' increases from 0 to the value of

S4ý rM2(t)/((te- ts)/TB

At this &' value, c attains its maximum upper bound of 2.
The upper bound of c decreases from 2 to 1 as c' increases
to infinity. Although the upper bound of r does not in-
crease monotonically as -' increases from 0 through its
entire range, the lower bound does. Thus, it is reasonable
to say that large c' generally means large c.

2. The difference between the one-step prediction and the
interpolation method lies in the filter gain normaliza-
tion factor I/amo. In the one-step prediction method,

%N=l, thus, the possibility of larger-than-one filter
coefficients N exists. Such filter coefficients would
of course amplify clutter and noise effects. In the
interpolation method, Im^ is the difference equation
coefficient of maximum magnitude. Thus, no filter coef-
"ficient can have value larger than one,

3. For the desired targett, RW(t) is given by the Z transform
of Equation (4) and thus Equation (30) can be written as

1 -N+mo k-1l N N I
m 0 1 M 1-1Z1) ,il

0 Ill

I z-N+m 0 k-lI T Q(Z) N
- Z . II (l-Z'Iz (35)

"100 N1 JulUI (l-rZ'Iz)
0 11 tii Z

,A teNT+mo

L YT, e2 (t)/((te-ts )/TB)

t=t +moT

s i
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where N, is the number of complex resonances present in
the wavdform and, N is the number of all possible complex
resonances of the desired target present within the radar
bandwidth and used for target identification purposes.
Since certain target resonances may not be excited for
some radar locations and orientations, N1 and N are not
neressarily equal. Q(Z) is a polynomial of order N1 in

From Equation (33), we see that the predictor-correlator iden-

tification process is basically a pole-removal process. Furthermore,
the process of pole removal is performed by putting zero's at the
locations of the poles.

In the case of Ni=N,
ki-N+mo k-y K

E(Z) . mZ Z Q(Z) (36)

Thus

e(nTB) q(nTB) 0 for nTBmoT (37)

0

where
q~T) t1 [N+mio k-I Q(t

q(nT8) Z r, Q(Z

where C 1l[ ] is the inverse Z transform operation. Since Q(Z) is a
polynomial of order N in Z-l, q(nTB) is zero for nTB >.moT [54-56].
Thus, the instantaneous error e(nTB) is zero for nTB moT and the
mean-square error would also be zero in this time region. The
above derivation is based on the assumption that the resonance time
reqion of the waveform starts at t-0. Since the resonance region of
the waveforms considered in this study is assumed to start at tuts,
the mean-square error would be zero for t " t +m T. This is the
lower limit of the error-calculation Interoal as~defined in Equations
"(21) and (24).

In the case of NO,

-N+mo k 1 N-N1E(Z) Z Z O(Z) ii (lI-Z' ) (38)
"m i =00
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Thus

e(nTB) = q'(nTB) (39)

where
N'(n T LZ Ok-I -Z N-N1

q(nT Q(Z) r (1-Z'IZ (40)
B)0 n Jul

Since Q(Z) is of deqree N1 in Z , thus q'(nTB) is aqain zero fornTBfjmoT. Thus putting the number of all possible extracted resonances

of the desired target in the identifier assures a zero error and thus
a unity correlation coefficient for the desired target waveforms from
all radar locations and orientations. If not all possible extracted
resonances are used for target identification, the possibility of
N1>N exists and in this case,

"1N+mo k k Q4
E(Z) Z 0 Z N .,N _. (41)

mo i-0 H (l- ZI)
i-1

The instantaneous error has poles in its 7. transform, causing
it to be a waveform of Infinite duration [54-56]. Thus, a large mean-
square error could occur for a desired-target waveform, possibly caus-
inq the correlation coefficient to be much less than one.

4. For an undesired target, the instantaneous error depends
on the processed waveform rM(t) as well as the locations
of the zero's in the identifier. Small error could result
only in the cases where the undesired-target waveform is
closely characterized by a set of complex resonances which
are approximately equal to the desired-target resonances
(i.e., the zeros in the identifier). In the one-pole case
where,

RM(7) 1 1

c(Z) (1-ZIZ2) (42)

where R (1), the Z transform of the measured waveform is assumed to
have on y one pole at Z, with residue 1. C(Z), the identification
filter is assumed to consist of a zero at Z2. The error can be
expressed as

L .. '......... ... . .. .... i' . .. .
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N+m zk 1 
1 z=-

E(Z) Z 0'm i/. lZZ l. kl-Z- Z21 43

m 0120O ~-Z Z1) (3

-Nm k 1i
i =0 Z mo

Thus,

I _2 r • /)/T (44)

where I1I11 denotes complex magnitude. Hence the total squared error
Is directly proportional to the magnitude square of the difference

beLween the locations of the pole and the zero.

In a two-pole case where

1-7 l-Z*l~(
RM(Z I-'-•" l I''Iz•(45)

C(Z) - -Z' 71 (I ZZ)

where [ 1* denotes complex conjugation. The error can be expressed as

I -N+m 0k-iE(Z) - z a Z L z, +"m0~~ Z= -7 Z -Z*I

1-Z -1 (46)(

2., 20°"!

1.
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or

E )Z z k i z j z*) + (i zz +
Cm o 0 z

o101 [(ZZ2) (zl-z)z]
Z"2 F-(ZI.Z )z Z * *) * ,

+ z2  " Li z' 1-1~ JJ (47)

The total square error ' is independent of the first two terms on the
right hand side of Equation (47). Furthermore, the inverse Z trans-
form of the last two terms are given by [54]

-1 4 z-l( zlz2 + •Z 1,2* -ZI:; 1Z 21-Z"le x

x cos [Lol C-T) + O. J (48)

and

S. ,(z -z)z + (z z ) \-1 [ Y-2 1-9 2 y 2 *

(t- (t-2T)_- i~zi-z211 117211 c x

)+01 (50)

x cos[w,-(t-2T )2)

where ol and o2 are the arguments of the complex numbers (Zl-Z2) .and

Z2, resp ectively

From Equations (47) and (48), w.e see that :'

"I(t-T) {o[qtT+l

0(t iZZ212e 10 s[(•"l~t-t-T))+ •))

ITI

.-A
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Thus, the instantaneous error depends on the following three items:

a. The amplitude factor IIZ,'Z21 2 = e 2T + e -

-2e 12 cos(W -u2)T, where s " J+JW is the
location of the zero of the filtgr in the s plane,

l•.; 2e'T " (ti1 "•2)T
b. The factor 2 lz211 = Te

c. The phase term ciwT+o 2=( 1l+w2 )T.

All of the above three items are dependent on the sampling inter-
val T. Thus, in designing the identification radar, the value(s) of
T should be chosen to maximize -.' by considering its dependence on the
above three items. In maximizing -_'. we note the following guidelines:

a. Small values* of T result in l 1Z1 -Z ii approaching zero.
This causes ' to approach zero. Thus, small T values
offer no identification capability.

b. Large values** of T also result in iz -z 11 approaching
zero. Thus, large T values offer no identification
"capability.

c. Intentediate value of T should be chosen to satisfy the
following conditions as closely as possible:

2•IT 2c2T (.l+i)

I. e e and e , approach 1

Sii (,l-_t2 )T approaches In

(I'll +1`i2) approaches 2 ,,

iv. To prevent severe aliasing effects, we require
that - .m ' and ("2T

* Small T in this case means that the quantity (W•-,)T approaches 0
it IT ý"2 T e "I +("2 ) T 1

and the quantities e , e and e approach 1.
S2t 1IT 2<• 2 T

"**Large T in this case means that the quantities e , e

and e 1 2  approdch 0a.

,_ •,. +--: •:•:• ,-. """ " • .. r.': f"l•="% ~ ... . .. - .,- -.- ... .. ..
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Conditions I. and ii. maximize the amplitude factor
liZ1 -Z.411. Conditions I. and ill. make sure that the second
tel'm in Equation (5r0) Is maximized and has the same sign as
the first term, Conditions ii. and ill. require that
2TiuT , .* Condition i. requires that T be as small as
possible. Thes, toether with condition iv indicate that a
reasonable compromise is to choose T Such that ,,2T=ir.

Although the above analysis is based on a two-pole system,
'I for s ysLuil of iore than two poles, the above rcsults are expccted

to be reasonably valid when ol is taken to be the Imaginary part of
the dominant pole of the measured waveforn to be identified and w2
is taken to be the imaginary part of the zero of the identification
filter which is closest to the dominant pole. In practical target
identifications situations, the waveforms from the desired as well
as the undesired tarqets almost always contain more than two poles
(see Chapter I11). Furthermore, the dominance of the resonances of
the undesired target is generally unknown, Thus, for better identi-
fication performance, it is advisable to base the identification
decision-iiiaking process on more than one value of T. Based on the
analysis in this section, the smallest "effective" value of T Is in
the neighborh~ood of TN where

TN LIm 2. . (51)

and 11M-= 2 ,fM is the maximum imaginary part of the desired-target
resonances. In applying the criterion given by Eqý,tion (51) to
choose the values of T for target identification, t,;, word neighbor-
hood should be emphasized and taken to mean that, althmugh t-l--e6ngTe
value of T for optimum target-separation performance c,,irot be found
withouL the complete knowledge of the undesired-target wavefonii, the
value [JTN should give reasonable, if not the optimhum performance.
Furthermoore, for target identification based on more than one value
of T, the region of t values chosen ilhiuld contain TN.

The analysis presented in this qection arc generally supported
by the identification resultsi obtained in this study. Iientifica-
tion results are shown in Section F of this chapter.

It is a:,S1uied thit '2"'I NOL thaOL the design of the low-pass I
tiller in the preprocessor of the identification radar assures

that frequencies higher than '2 will be highly attenuated. Thus

'2 .. 1 is a valid assumption,

•LI
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I ho I•dtliti f i cti. 0o1. Al!'jnyri thltl

In this study, a "single-look" identification algorithm was used.
At identification decision was made for every measured backscattered
waveform. The identification aIgorithmi was one of threshold identi-
fication based on tIe values of p.(T) evaluated at different values of
T, and the average value of p(T) denoted by <p(T 0 )>. Thus,the decision
algorithm was

1' 1 (T01  'H for i~1 and 2 .. and I
"Desired Target" when

(To "(Toi

p .(Tr ): for ii r .. o

"TAI

"Undesired Target" when 1i(T01) '"THI for i~l or 2 or
or ,p (T0 )> THA

"THi is the identification threshold for ,(T) at the T value of Toi.
To is are the values of T chosen for optimum identification perform-
ance A is the identification threshold for the average of 0 (T)
taken ov6 all the values of TQi. Thus, for a single measured wave- 4
form, we evaluate its correlation function I(T) at all chosen values
of Thi and compare the values p(Toi) and ,(To(T> to PTHi and OTHA, 2
respectively for an identification decision. Figure 20 illustrates 4.
the decision-making process. In Figure 2C, the value of the p(T)
curve represented by "dots" at To1 , T02 ' 'To5 as well as <'(To)> are
greater than their corresponding thresholds hence, the targets it re-
presents is by decision a "desired" target. The I(T) curve represented &

by "boxes" has at least one of the values ,(Toi) or .:,)(T,)- below itsc:orr-wpond inrg t~hreshold, thus,, tLhe target it represe~nts is by decision

an "undesired" target, .

Toi's are Lhc value of T chosen for optimum identification per-
fora•rice. Thie volu s of To1 are closely related to the value of the
resonances of the desi red target and Equation (51). Details concern-
ing tne values of Tel 's will be further discussed in the next section.
In 'qua tion (52), quotation marks are used to signify a decision, i.e.,
",hsired target" is by decis ion a desired target while in realit y it
could he an uidusirud target (in case of false alorm).

Thau dcntiticaLion algoriLhin given In Squat ion (52) reduces to
its simplest fort when only one value of TO is considered. In this
case, the identification aigorithini is 01

I;.

""LtM . .... ...
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Figure 20. lhe decision-mnakirng process for the multiple-
threshold identification algorithm.
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" D o " i re d o r q o " I .'I w h e l o ) T H ( 5 3 )

"ULndesired LaryguL" when '(Io) ' TH

In the following section, the predictor-correlator identifi-
cation method is applied to the processed waveforms, Identification
perforandnce will be presented and discussed.

i F. Perfonnance of the Predictcr-

,o-r-etor Identifier
In order to demonstrate the effectiveness of the predictor- I

correlator, a set of identification perfomlancP besed on a single I

value of ,(T) were obtained by applying the predictor-correlator
"alone (i.e., without the filter and the detector) to the differ-
e' nce wavefomis. Identification results based on multiple values of

,! •,(T) and with the filter and detector operations instated will be
•.!presented late in this section. Identification perforinance was

i characterized by a •,(T) curve. Typical I,(T) curves are shown in

, Figure 21. In this case, the identifier was set to identify the
•" mine-like target in a wet ground condition.

-•:•.From Figure 21, we find that typical I,(T) curves have the

-- • fol lowing features:

1. The value of •,(T) is approximately 1 for small values
of T. This is true for o•(T) of both the desired and
undesired targqets, This region of T has no identifi-
cation capability.

2. The re~lion of T. where "optimnal" identification perform-
ance occurs is in the immediate neighborhood of TN
where tm is gjiven tLy Equation (51). In this case for
jijentijf'i'cation of thle mine-like tarqlet in a qe~t ground
Condition. The resonanIce'; of the mine-like target as
(Jven in Table Ic was used. Thus, fMj = 420 MHz, corre-
spondlinq t~o the rounded TN walle of 6 T[B (or 1.2 ns).
For the ,,(T) curves 11vwen in Figure 21, the -e,.Iion of
To is from 6 TI. to 11 TIj. This result sopported the
observatlimi, made in Section D of this chapter. The
fact. that the reqlion of , t ffvc~tive valuer, of 1' contained
valu',4 lar(W<•r t,1111 IlN indic,itrcd that., the dominant pole(s)
in the colppur sheet wave I'omi had imlaginary 1,.,rts lowe•r
than 4?0 MV~z.

3. Theu vdIuO Ot i,(T) fluctuates w-hen T is much larger than
TN (T, 21). This rerion of T has no identification capa-
bility, . es des the r'eason given in Section 0 of this
chapter, this can also be attributed to the fullowing.

I.

it "" "" . . ." .... "' '". . "-.... . .. .. . ... . - .T "-

S... ... •:•"'•"..... i.............. ... 'nine-l •ik t ...rg ....t in : a ..... we ground j cond... i• •tion. - ,--• . -. .. . •
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F1irst, alidsing of the high frequency zeros in the iden-

tifier makes these zeros ineffective. Second, the size
of the error interval of the error ý decreases as T in-
creases, for the number of instantaneous error samples
used in the calculation of , decreases. Third, because
of the large value of T, only the tail end of the mea-
sured waveform is used in the calculation of f. This
region of the measured waveform has low signal level.

The above features of the ,(T) curves were generally observed

in dalmoSt all Cd'%eS considered. The siynificance of these features

is that optimal identification perfornuance occurs in a confined range

of T values in the immediate neighborhood of TN. Hence one knows a

priori the value or range of values of T on which to base the imple-

mentation of the radar system. These features are again demonstrated

in the ,(T) curves given in Figures 22 and 23 for the identification

of the mine-like target and the brass cylinder in dry ground, respec-

tively.

In this study, the criterion for optimum identification performi-

ance was to require perfect identification of desired-target returns,

and thus optimal performance was the one with the lowest false alarm

probability obtained by varying T. Single-look identification and

false alarm probabilities are estimated in a frequency of occurrence
sense. Thus,

N2  
(54)

N
N4 (55)

FA N"3

where

PI Probability of identification

SPFA Probability of false alarm

all.. . ... .... . ... ..... ..

N1  Total number of desired-target waveforrms within the
iduntification range.

N2 Numiner of desired-target signals which are correctly
identified within the identification range.

N3 Total number of other- Larget waveforii-,.
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Figure 23. Typicdl (T) curves; for the identification
of the brass cylinder in dry ground.
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N4  - Number of oLher-target uaveforins whichi are Mistaken
to be desired-target waveforms.

Note that N3 , N4 basically determine the accuracy or "confidence inter-
val"[65] , f the above estimates of the identification statistics.

To see the degree of separation beLween the mine-like target and
other subsurface targets, consider the distribution of correlation co-
efficients shown in Figure 24. In this case, the system is set to
identify the mine-like target in wet ground. From Figure 24, we see
that, for P1 = I00%, and To = 9T,, the minimum separation margin be-
tween the mine-like target and other targets is 0.93 in the value of

(To). In this case, for an identification performance estimate of
PI = l00%, PFA" 0% 'one can set the identification threshold eTH at a
value ranging from -0.26 to U.167. The maxiiium value of OTH s 0.167.
The correlation coefficients for the mine-like target shown in Figure
24 include only cases measured within the identification range RID.
In this study, identification range is the radar range measured rom
the center of the target. Correlation coefficients for the other tar-
gets include all cases measured.

A suninary of optimal single-look identi ication) performance is

qiveti in Table 4 (for details, see Appendix E). Estimates of Pi
100%, PFA - 0" identification performance were obtained for the

identiication r~ange of 30 cm measured from the center of the mine-
like target and the brass cylinder.

This set of identification performance basically established
the fact that the predictor-correlator identification method worked
in its simplest form and with a minimum amount of preprocessing.
However, in a practical system, une would prefer to have the filter
and detector inserted for better performance in more severe clutter/
noise environment provided that the amount of time taken to perform
these operations are not too large to make them non-cost-effective.
Furthermore, tne multiple-threshold algorithm would also provide
better performance.

In target identification with detection and multiple-threshold
operations, the ranges of the detection parameters, i.e., waveformi
energy, peak timing and peak magnitude must be chosen. Furthenirore,
the values of Toi as well as the identification thresholds r'PTHi and
"TmA must be detenylined. In this study,-t ihQ.pwsaeters werew ..
mentally determined via the following procedure:

1. The ranges of the detection parameters were chosen to
be the ranges of these parameters of the waveforns
measured from the desired target within the identifi-
cation range.

2. Choose the range of To values based on the conditions
given in Section D of his chapter.
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TABLE 4
SUMMARY OF SINGLE-LOOK IDENTIFICATION PERFORMANCE

OF THE SHORT-CABLE SYSTEM
PI 1 IO0% For All Cases

NUMBER OF
"WAVEFORMS

:"0 LUJDESIRED TARGET T RID PFA ,

•-(• C)W X

MINE-LIKE TARGET WET 7TB-9TB .183 30 0% 12 12

MINE-LIKE TARGET DRY 7 TB- 9 TB .483 15 0% 5 3

MINE-LIKE TARGET ICY 7 TB- 9 TB .423 30 0% 9 9

BRASS CYLINDER ICY 5TB- 7TB .675 30 0% 9 9

*PERFORMANCE FOR RID=30 cm WAS NOT OBTAINED IN THIS CASE.

RID ý IDENTIFICATION RANGE, MEASURED FROM CENTER OF TARGET

3. Choose the identification thresholds to be the minimum
values of (Toi) and -,,(To). evaluated from the desired-
target waveforns measured within the identification range.

An example is given below to clarify the above procedure. From
the waveforms measured from a mine-like target in a wet ground con-
dition, we evaluated their detection parameters (as tabulated in
Table 5) and deterinlned the minimum and maximum of these parameters.
The rargus of these paraimeters were used as the desired ranges of the
detection paranieters in the detector. With the extracted resonances
from the measured waveforms (as given in Table 6), ,ind the conditions
given in Section D of this chapter, we chose the range of Toi values

... o' from (Tr-TB4 ) t•"2TN*'.rn this" cas6 fM= 4 2 8 MHz, thus

TN T , it

* 1denotc's qIrvitest i nteger,
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TABLE 6
AVERAGE EXTRACTED RESONANCES OF THE MINE-LIKE

TARGET IN A WET GROUND CONDITION

POLE POLE
(REAL)* (IMAG)

-1.71536397E8 .6.1601933 E7
-5.73125538E7 kl.32122486E8
-2.87494683E8 .t2.27030133E8
-1 ,82908509E8 .3.0741l(43E8
-9. 76454733E7 '4. 28447900E8

*Real and imaginary parts of the
extracted poles are in nepers/s
and Hz, respectively.

With the values of Tni we evaluate the values of p(Tni) and
for' the all measured desired-target waveforms. The mninimum of these
values are chosen to be the identification thresholds. This is illu-
strated in Table 7.

Table 8 summarizes a set of sinqle-look identification perform-
ance based on the additional preprocessing and the multiple-threshold
algorithm. Note that the size of the ensembles of waveforms consider-
ed indicates a better estimate of the identification statistics. In
obtaining this set of identification performance, the region of T
values was chosen to be from (TN-TB) to 2TN. Details concenring the
identification results are given in Appendix E.

The identification statistics discussed so far' were obtained
with the identifier "tuned" to the right ground condition, e.g., the
wet-ground resonances of the mine-like target were used to identify
the nine-like target in that wet ground condition. If the identifier
is not tuned, identification performance will degrade, e.g., for the
wav.eforms ýnni~ered in .Talj. 4.Awl, tb dry-.,Qtvnd. resonancea .wvre ., .

used to identify the mine-like target in wet ground, perforttance de-
graded to PI-90%, PFA= 16 .6%. Methods for on-location calibration of
the ground condition and automnatic tuning of the identification radar
to ground condition is currently being pursued. One method is based on
the backscattered waveforms from thin wires measured using the same
pulse radar system. Onr.location calibration of the ground condition
and automatic tuning of the identifier to the ground condition are
discussed in Chapter IX.

K ,I.' .-
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Identification is degraded when the radar frequencies do not
properly span the target resonances. This is demonstrated in Chap-
ter V.

TABLE B
SUMMARY OF SINGLE-LOOK IDENTIFICATION PERFORMANCE OF THE

SHORT-CABLE SYSTEM BASED ON ADDITIONAL PREPROCESSING
AND MULTIPLE-THRL 3HOLD ALGORITHM

Pi-1 lO0% For All Cases

NUMBER OF
WAVEFORMS

DESIRED TARGET TA RID - SToi OTHi "THA •I.PFA • •,

4TB .948

5TB .667

MINE-LIKE TARGET WET,I 6TB -. 209 .25937 30 0% 9 70

77 TB .243

8TB -. 0615
91TB -. 118

lOTB .224

5T1B .445

6T8  -. 488
7 TB .127

MINE-LIKE TARGET WET,2 8TB .243 .30050 30 5.7' 9 70
9TB .289

10Th .221

l12TU -. 43629I
12TB -.259

I________- --
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TABLE 8 (Cont.)

5TB .610

6TB .510

7TB .614

BRASS CYLINDER WET 8TB .386 .34073 30 .97% 9 103
91B -. 139

lOTB .543
liTB .389

12TB .691

5TB .197

6TB .481
7TB .600

ALUMINUM SPHERE WET 8TB -. 106 .42942 37 6.12% 8 98
9TB .218

lOTB .189

1ITB .103

12TB .341

I..4 .• " -, • • • •--'-•-i-.- " ••••-;'T"-- "-



CHAPTER V
EFFECTS OF RADAR BANDWIDTH ON THE CHARACTERIZATION

AND IDENTIFICATION OF SUBSURFACE TARGETS

A. Introduction
Thq target resonances present in the backscattered waveforms

depend on the bandwidth of the radar system. Target resonances
residing near the band edge(s) or outside the bandwidth of thi. radar
system are either weakly excited or not excited at all. Thus, when
the radar bandwidth is reduced, the number of target resonances present
in the backscattered waveformis will decrease accordingly. In this
study, a set of data was obtained with an additional 200 ni of con-
necting cables(RG-8) inserted in the system to keep the equipment in-
doors during inclement weather. These cables acted as a low-pass
filter with attenuation of 30 dB at 400 MHz and thus reduced the radar
bandwidth. Such bandwidth reduction was found to degrade identifica-
tion performance for certain subsurface targets under consideration.

B. Processed Waveforms Obtained With
the Lonj-Cab11-e Sys te-

Typical processed waveforms obtained with the long-cable system
are shown in Figure 25. A quick comparison between the waveforts in
Figures 7, 9 and 25 indicates the severe loss of high frequency in
the wavefonrms of the mine-like target and wood board. Furthermore,
there was a significant loss of signal amplitude for all waveforms.

C. Extracted Resonances

The avera.p extracted resonances of the long-cable wavefol'ms
from the suhsurface targets are given in Tables 9 and 10. A coiupari-
son between the extracted resonances in Tables 3 and 9, 10 indicates
a qeneý'ral ToVs f high-frequency resonances iaithe long-cable, wave- . ...
forms. The loss of high-frequency content causes Lhe high frequency
resonances to he either weakly exciLed or not excited at all. A
comparison between the resonances extracted from the two sets of
mine-like target waveforiw (as plotted in Figure 26) shows that, in
the long-cable system), the resonance of the mine-like target at 300
Mhz was not excited, while the resonance at 400 MHz was only weakly
exc i ted.

77
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Figure 26. Average extracted resonances from the long and
short-cable mine-like target waveforms.
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D. Tarqet Identification Performance

Single-look identification performance is sunmiiarized in Table If,*
As expected, identification performance degraded. The drastic degra-
dation in the perforiance for the identification of the mine-like
target and the wood board clearly demonstrated the importance of highfrequencies for the identification of these two targets.

TABLE 11
SUMMARY OF SINGLE-LOOK IDENTIFICATION PERFORMANCE OF THE

LONG-CABLE SYSTEM. ADDITIONAL CABLE LENGTH-200 m.
PI=1 O0% For All Cases

NUMBER OF
WAVEFORMS

Lh.J
DESIR17D TARGET TM To TH R PFA

0• RHID PFA Ce j 'n •"

oz(cmi)

MINE-LIKE TARGEF DRY 7 TB .675 30 33.55% 9 152

BRASS CYLINDER DRY lOTB .600 30 4.49% 9 156

ALUMINUM SPHERE DRY lOTB .867 52 9.29% 12 140

COPPER SHEET DRY 9T, .964 40 4.35% 11 138

WOOD BOARD WET 7T8  .823 45 23.98% 11 138

The importance of the high-frequency resonances of the mine-like
target stems from the fact that its high-fre(uency resonances are
dominant (see residues of target resonances in Appdenix C). An attempt
to identify this target without strongly exciting its dominant reson-
ances results in the poorer identification performance. To improve
target ideuntification performance, the radar must be able to transmit
and receive more high-frequency enerqv in the vicinity of these high-
order resonances. The short-cable system discussed previously repre-
sented an improvement over the long-cable syst.ilm. However, much more

*TIlis set of identification results was obtained based on threshold
identification with one value of fo and without detection and
filtering.
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Sillprove•nijlIt Ld:a be mcde in the various cumponents of the pul se radar
system to provide a better "match" between the systew bandwidth and

the bandwidth in which the dominant target resonances reside. One

of these components is the antenna system.

For the identification of the plastic mine-like target, the1¾ crossed-dipole antenna with arm length of 0.6 1 (2 feet) did not pro-
vide a "good" match between the radar system bandwidth and the band-
width of the target resonances. The extracted resonances shown in

Figure 14 indicated that tV- antenna resonante Wds not even tledr Lhe
high-order resonances of the mine-like target. Such mismatch of
bandwidths results in the low level of correlation coefficients as
tabulated in Table 8. For better characterization and identification
of the mine-like target, the frequency of the antenna resonance needs
to be increased. One easy way to accomplish such increase is to
reduce the size of the antenna. In this study, a smaller crossed-
dipole antenna with arm length of 0.15 ni (0.5 feet) was built to pro-
vide a better match of bandwidths for the identification of the mine-
like target. Mine identification is the subject of Chapter VII.

In the next chapter, we study the effects of target depth and1, size on the characterization and identification of subsurface targets.

i.
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CHAPTER VI
EFFECTS OF TARGET DEPTH AND SIZE ON THE CHARACTERIZATION

AND IDENTIFICATION OF SUBSURFACE TARGETS

A. Introduction

To study the effects of target size and depth on the character-
izatinn and Identification technique, two sets of targets were
buried (see Figures 27 and 28). The first set consisted of a series
of different-size brass cylinders buried at different depths. The
second set consisted of a series of different-length 0.3125 cm (1/8-
inch) diameter thin brass wires buried at the depth of 5 cm (2
inches). Backscattered waveforms were obtained using the subsur-
face pulse radar at various antenna locations. Locations of the
antenna center are shown as dots in Figures 27 and 28.

1B. Processed Wavefortiis

Processed waveforms from the cylinder and the wire targets are
shown in Figures 29-31. From these waveforms, the following observa-
tions are made:

1 . All these wavetorvis exhibited some transient behavior,
signifying the possible existence of one or more natural
resonances.

. 2. A comparison between the brass cylinder waveforms shown
in Figures 9 and 29 indicates that the signal level of
the waveform from the brass cylinder at 5 cm depth was
approximately 12 dB higher than that of the waveform
from the brass cylinder at 30 cm depth. This signified
a propagation loss of over 10 dB -)er 30 cm (I foot).

3. A burst of signal energy appeared in the early-tim.
portion of the waveforms from the brass cylinders at
90 and 150 cm depth. This was caused by a phenoulenon
known as the "Trench effect"[22].

Rain, snow and evaporation changed the moisture content
of the ground arid the distribution of moisture was per-
turbed by the Trench walls. At times diring the r(ourse
of a year the groLynd in the trench was found by direct
measurement to be drier and at other times wetter

83



84

UlEU

CLS

* jI1.1 w

cu)

WZ z L

u Lu.



•5

N

60 cm LONG
THIN WIRE W E

1I cm
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DIAMETER OF ALL THIN WIF -S m 0.31 cm ( 1/8 INCH

Figure 28. Layout of the buried thin wires,
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than the ground outside the trench. Thus, the trench be-
came a scatterer. The trench signal obscured the cylinder
signal and made the task of target identification difficult.

4. Careful study of the waveforms of Figure 31 from the thin
wires indicated that the time interval between zero cross-
ings increased according to the increase in the wire size.
Such phenomenon was not observed in the cylinder waveforms.

C. The Extracted Resonances

1. Effects of target depth

To see the effects of depth on the complex resonances, the
average extracted resonance of the 30cm long cylinders at different
depths are shown in Figure 32, From these resonances, we make the
following observations:

Sa. The high-frequency content in the backscattered waveforms
was highly attenuated as target depth increases. The
"highest-order resonance which was present in the 5 and
30cm deep cylinder waveforms was absent from the wave-
forms of the deeper rylinders.

b. All resonances with imaginary parts smaller than 400 MHz
were present in the cylinder waveforms of all depths.

c. The lowest-order resonance was the antenna resonance
(0.6m long antenna). This resonance was present in almost
all the waveforms of all targets at all depths collected
usinq this antenna.

d. The imagni nary part of thfa target resonances of the brass
cylinder occurred in integer multiples of the imaginary
part of the lowest-order target resonance. This seemed
to suggest that the extracted resonance of the brass
cylinder were caused by the multiple scattering mechanisms
along the length of the cylinder only (i.e., the dipole
mode)[21], the creeping-wave modes were not present in the
waveforms. The absence of the creeping wave type reson-
ances was furthejr emphasized when we compared the extracted
resonances of the same-size thin wire at the depth of 5 cm
to the cylinder resonances (see Figure 32). The same lower-
order resonances were extracted. This proved the absence
of the creeping-wave modes, for the creeping-wave modes
of the thin wires have resonant frequencies which are too
high to be present inside the bandwidth of our radar sys-
tem. The absence of the creeping-wave modes is attributed
to the high loss suffered by the creeping waves as it
traveled around the circumference, and the cross-polari-
zation effects of the crossed-dipole antenna system,
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Fiquru 32. Average extracted resonances of the 30cm
long cylinders at different depths.
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With the absence of the creeping-wave type resonance.,
frow the point of view of the target resonances, the thin
wire and the cylinder are indistinguishable. Separation
of these two targets i5 possible only when discriminants
ether than the lower resonances are used. One such
possible discriminant is the forced response of the back-

scattered waveforms which contains information about the
profile area of the target[48].

e, The fact that the extracted resonances of the 30cm long
cylinder are related solely to the length of the cylinder
suggests the use of these resonances to estimate the
parameters of the ground. If we consider these resonances
to be an approximation to the resonances of the same-size
cylinder in a homogeneous medium illuminated by a plane
wave, the imaginary parts of these resunances can be
approximated by Equation (54)[21]

fn n , n n = 1,2,3... (54)
2L~rr

where L is the physical length of the cylinder, c is the
speed of light in free space and "r is the relative die-
lectric constant of the medium. Using Equation (54) and
the extracted resonances of the 30cm long cylinder as
given in Figure 32 the relative dielectric constant is
estimated to be approximately 20 at the resonant frequency
of approximately 100 MHz. This estimate agrees closely
with the estimate from other methods currentl, being
investigated in the ElectroScience LaboratoryL58].

The complex resonances of the 30cm long cyl ir~ers and thin
wire relate very simply to their physical size. This simple rela-
tionship disappears when the size of the target increases beyond a
certain threshold. This is demonstrated in the following discussion.

2. Effe:ts of tarL•e.size

As target size increases, we expect tile target resonances to be
lower in frequency. Such expectation turns out to be warranted when
we consider the extrdcted resonances of the dIifferent-sizc thin wires
at. the depth of 5 cm as shown in Figure 33. Again, the imaginary
parts of target resonances occur in simple multiples of the imagi-
nary parts of the lowest-order target resonance, and as tile length of
the wire increases up to 60 cm, the frequency decrea:.e, according to
it,, size. This expectation turns out to be unwarranLed when the
length of Lhe cylinder increases to uver 90 cm at the depth of 30 cm.
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Extracted resonances of the different-size cylinders at the depth
of 30 cm are shown in Figure 34.

Although resonances of the large-size targets are no longer
related to their sizes in simple form, however, there are still
resonance- presant in the backscattered waveforms. Hence identi-
fication of these targets is still possible. Some identification
results are presented in the next section.

500
O 30cm LONG
0 90 cm LONG 0

A 150cm LONG

V 300cm LONG A - 400

CYLINDER DEPTH ,30cm

0A• 0_ 300N

ID

0

0 200
A

AV
• o -- 100

-800 -" -'600 -400 -200 '00

1 (106 NEPER /S/ )

Figure 34. Averaqu extracted resonances of the different-
size cylinders at 30 cm depth.
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0. Target Identification

Some single-look identification performance results are given
in Table 12. Based on these results, the following observations
are made:

1. All false alarm probabilities were less than 8%. In some
cases, estimates of Pi=1 lO0%, PFA= 0 % were obtained.

2. Identification range decreased as target depth increased.

In the nexL chapter we focus our attention on the detection
and identification of mine-like targets in more extensive and practi-
cal situations. Improvements over the Terrascan-like pulse radar are
made for the implementation of a portable on-location real-time sub-
surface target identification radar.

TABLE 12
SUMMARY OF SINGLE-LOOK IDENTIFICATION PERFORMANCE

FOR THE BRASS CYLINDERS OF DIFFERENT SIZES
PI 1 lO0'i% For All Cases

BRASS CYLINDER NUMBER OF
S-..1 WAVEFORMS... .... ...... .... .. .. I D PFA ..... O• . .

I LNGTII DLiPTII R. . . .A
(ui) (cm) South- East-*

North West - _

30 JO 30 30 3.08,:,' 11 65

90 30 60 30 7.25 9 69

150 30 105 30 02I'l, 17 65

300 30 150 30 01 9 65

300 90 150 15 7.9,1 7 38

300 150 150 15 0% 9 3

*See Figure 27.
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CHAPTER VII
ELECTROMAGNETIC MINE DETECTION AND IDENTIFICATION

A. Objectives

This chapter focuses on the detection and identification of mine-
like targets. First a second model of the mine-like target was buried
at the same depth of 5 cm. Measurements were obtained over the two
isolated mine-like targets for comparisoia and identification. Second,
to simulate a realistic mine identification situition a set of wave-
forms was obtained over a section of a rouqh road in which numerous
false targets existed. These false targets were caused by the debris
existing In the old country-style road, and thus represented a set of
realistic false targets in a mine field. The set of rough road measure-
ment was used for evaluition of "typical" false-target discrimination.
Third, a sniall antenna of arn length 0.15 in (0.5 foot) was built and
used to provide better characterization and identification of the mine-
like target. Performance of the small-antenna system is presented and
discussed.

B. A Second Model of the
Miin e-Like Tariet

Typical processed waveforms from the two mine-like targets at
the same relative antenna-target geometry are shown in Figure 35,
There are minor differences in these two wavefonns. This can be
attributed to the minor difference in the structure of these two
targets, clutt ter 1ud the differene in the gjround conditions at
the two target loc1at. ionn. Complex natural resonances of the two
models of the mine-like target were extracted fron their backscattered
waveforms using Prony's method. The average extracted resonances of
the two models are shown in Figure 3b. Again the slight difference
in the locations of these two sets of resonance is attributed to the
possible slight difference in the structure of the two models, clutter
and the difference in the ground conditions at the two target sites.

95
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Figure 36. Average extracted resonances of the two
mine-like targets.
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I. Kse 1inryeL Mu,,,•urremenrts
i Wn t -h-e Rou•yh Road

A set of 53 (difference) waveforms was collected over 53 loca-
tions in a 40m section of a rough road adjacent to the Electro-
Science Laboratory. These echoes were probably a result of debris
existing in this old country-style road. There were numerous such
false targets observed. Pictures of the rough road is shown in
Figure 38.

The measurement locations were chosen to ensure significant
false-target signal levels for a more realistic and difficult test
of the identification method. Figure 38 shows a typical false-target
waveform.

D. Mine Identification

The predictor-correlator identification method was applied to
the waveformis from the two mine-like targets and the rough road-bed
For' identificition of the two mine-like targets and false-target dis-
crimination. Single-look identification statistics are given in
Table 13,

This set of identification statisticq basically established the
fact that the predictor-correlator identification method did Indeed
successfully identify different models of the mine-like target at
different locations. Furthermore the method successfully separated
the mine-like target from the set of false targets which were typi-
cal of the false tarceLts found in a realistic mine field,

The pulse radar system discussed so far represented a workable
(and successful) mine identification system, however two obvious
improvements could be made. First, there was the bandwidth mismatch
problem (as discussed in Chapter V) that resulted in low-level values
of Lhe correlation coefficient. The bandwidth mismatch problem could
bu c(rrected by introducing an antenna system with a higher-frequency
aintenna resmnance. Second, the size of the crossed-dipole antenna
(1.2 in (4 tfet) maxinium dimension) was a bit too large for a practical
mine identification system. There existed a single solution to the
two problems mentioned above, This solution was the reduction in the
antenna size. Since the 0.6m lon (arm length) antenna had a reson
ance at 65 Mliz, a 0.15m (0.5 foot) long antenna would have a resonance
at 260 MHz which was close to the nild-frequency of the resonance band-
width. A crossed-dipole of 0.15 m anii length was therefore built for
improved mine identification purformance[59]. Perfornmance of this
antennd on the identification of the mine-like target is discussed in
the next section.
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Figure 37. The rough road for fal se-target measurements.
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TABLE 13
SINGLE-LOOK IDENTIFICATION STATISTICS: THE FIRST AND

SECOND MODEL OF THE MINE-LIKE TARGET VS
THL FALSE TARGETS IN THE ROUGH ROAD-BED.

Pi=100%

INUMBER OF

WAVEFORMS
DESIRED TARGET - T0 i RID PFA -

m~ (cm) t

F O 4 TB .948

5T3 .667
MINE-LIKE TARGET WET,1 6TB -.209 .25937 30 1.85% 9 53
FIRST MODEL 7TB .243

8TB -. 0615
9 TB -. 118

lOTB .224

5TB .445

6TB -. 488

MINE-LIKE TARGET WET,2 7TB .127 .30050 30 3.70% 9 53

SECOND MODEL 8T8  .243

9TB .289

lOTB .221

lITB .436

12TB .259
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E. A SmaIlI Antenna for Improved_ .Performance
i n Mine I dentiFication

A picture of the small crossed-dipole antenna is shown in Figure
39. This antenna was used to obtain a set of measurements over the
5 cm deep targets. Typical processed waveforms are shown in Figure 40.
For comparison purposes, Figure 41 shows the processed wfveforms ob-
tained using the 0.6m long antenna over the same target locations
From Figures 40 and 41, we note the following improvements obtained
using the 0l.15m lonq antenna. First, thp fl.15m long antenna offers
a gain of at least 6 dB in target signal level. Second, the level of
the no-target signal obtained using the 0.15m long antenna is gener-
ally lower. Third, the tiOe interval of the target signals obtained
using the 0..15m lung antenna is only half as long. This reduction
in interval size would effectively reduce the computation time for
evaluating the correlation coefficient by a factor of two.

Due to the minimization of the length of the inter-connecting
cables at the balun-antenna connection of the small antenna, the balun
reflection exists in the early-time portion of the waveform. In this
region, the primary target signal level is much higher than the level
of the balun reflection. This severely suppresses the effects of the
balun reflection. The decrease in cable length is also a contributing
factor to the 6 dB gain in signal level. With the balun reflection
moved in, the stop-time te of the error-calculating interval in the
Prony's and the predictor-correlator identification pr~cesses had to
be changed. In this study, the choice of te for the small-antenna
system was based on the resonances of the mine-like target. The value
of te was chosen to yield an error interval of size equal to five
times the period of the lowest imaginary part of the t~arqet resonances
(125 MHz), This resulted in the te value of ts+lOOTB.

Figures 42-44 shows more waveforms and their FFT's obtained
using tne 0.15m long antenna. From the FFT's of the waveforms, it
is found that most energy resided in the frequency region of 100 M
to bOO MHz wit.h the most dominant frequency in the region of about
30(0 MHz (as compared to 70 MHz for the 0.6m long antenna).

The set uf wavufornis obtained with the small antenna over the
5cm deep targlets was processed for pole extraction and identifica-
tion of the mine-like target. Average complex resonances of the mine-
like target extracted from these waveforms are shown in Figure 45.
For comparison purposes, the extracted resonances from the minf-like
target waveforms obtained with the 0.6m long antenna in a similar
ground condition are also shown in Figure 45. The locations of the
target resonances from both antennas were almost identical. However,

the imaginary part of the antenna resonance increased by a factor of 4
when the length of the antenna arm was reduced from 0.6 m to 0.15 m.
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Figure 45. Average extracted resonances from the mine-like
target waveforms taken using the O.15m and the
O.6m long antennas in similar ground conditions.
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Complex resonances of the various 5cm deep targets are shown
in Fiqure 46. The antenna resonance was present in almost all target
waveforms measured. The complex resonances of these targets were in
the same general area of the complex frequency plane as the antenna
resonance. This was expected to present a difficult test to the
identifier.

Single-look identification statistics obtained using the small
antenna in identification of the mine-like target is shown in Table
14. Typical ,(T) curves are shown in Figure 47. From Table 14 and
Figure 47, the following observations are made:

1. Target identification performance estimates based on the
extracted resonances of the mine-like target was PI=l0O%,
PFA= 1 . 7 2 % within a 30 cm radius of target center. Within
a 45 cm radius, identification performance was PI=IOD%,
PFA=6.90%. This set of statistics was obtained with an
ensemible of 13 mine-like target and 58 false-target wave-
formls. These performances represented an improvement over
the performance obtainable with the 0.6m long antenna.
The 0.6m long antenna system was unable to identify the
mine-like target in a distance of more than 30 cm from
the target center.

2. In addition to the range improvement, a quick comparison
between the identification statistics given in Tables 8
and 14 indicates that the level of p(T) values for the
wine-like target were generally improved. It is expected
that thiý will produce improved identification in the pre-
sence of greater amounts of clutter. It has already been
observed that target identification in the presence of
clutter has been improved.

3. The region of To values for optimum identification per-
formance was in the neighborhood of TN-6TB. However,
this region of To values was shifted toward small To
values. This was attributed to the shift to dominance of
to the hiuh-frequency poles due to the shift in the
antenna resonance. Note that the region of To included
TN.

Because of the change in the bandwidth of the small-antenna
system a band-pass filter was used in the preprocessor of
the identifier to suppress out-of-band clutter and noise.
The transfer function of the band-pass filter is shown in
Figure 48.

In the next chapter, we discuss the implementation of the small-
antenna mine identification system as a microcomputer system. Target
identification performance will be given.

'I
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CHAPTER VIII

A MICROCOMPUTER SYSTEM FOR REAL-TIME ON-LOCATION
SUBSURFACE TARGET IDENTIFICATION

A. Objectives

This chapter discusses the implementation of the pulsc radar
identification system as a microcomputer system for real-time on-
location identification of subsurface targets. The identification
radar, is implemented with an SDK-80 microcomputer[60] in conjunction

with the Terras~an. The processing algorithms are stored In the
system as microprogramst ArithmoLic operations are performid by a

hardware arithmetic processing unit and data can be recorded by a

cassette recorder. Thus the microcomputer system can serve either as
a real-time identification system or as a data-recording system.

B. Structure of the Microcomputer

The basic structuru of the microcomputer target identification
system is shown in Figure 49. The major components and their corre-
spondilng functions are the following:

I. Terrascan System: the raw backscattered waveform is

• i de byT-- --- -the crossed-dipole antenna in analog
form. This inalog waveform is samplied by the
Terrascan system which essentially serves as a sampl-

ing oscilloscope and provides various flexibilities
such as gain, time delay, and dc offset to the wave-
form. The sampled raw waveform Is displayed on the
neon di,;play and then fed to the analog board as a
discrete-time signal.

2. Analna Board: besides converting the sampled raw wave-
form to digital form using an 8-bit AI/D converter,
the analog board provides a keyboard for inputting
to the microcomputer system. Various operating
modes of the microcomputer system are Initiated
through the command codes entered from the keyboard.
The analog board also provides 6 LEn) displa~y lights
fo- displaying echoes of the input command codes,
various system operating information, and Important
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Figure 49. Block diagram of the microcomputer system
for un-location subsurface target
identification in real time,

information concerning the received waveform (such
as peak timing, peak values, etc.).

3. SDK-3O: this is the microcomputer unit. All operating
system progrwims, signal-preprocessing, detection and
identification and data-recording operations are
stored as microprogranis in the SDK-80[60], These
milcroprograms are executed when the proper commands
are entered from the keyboard. The SDK-80 is an 8-
bit machine running at a clock rate of 2 MHz.

4. Arithmetic ProcessinL UnitIAPU_: the hardware arithmetic
process--in unit is interfaced to the SDK-80 micro-
computer for high-speed arithmetic calculations. The
APU provides various flexibilities such as floating-
point nr fixed-point arithrnetir. single or double pre-
cisiori, function (such as trigonometric functions,
etc.) generations, etc.

---- ~--
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5. Memory Board: 8K memory bytes (8 bits/byte) for data
storage.

6. Cassette Recorder: used for data recording

Similar systems had been built and documented under different
studies[67] at the ElectroScience Laboratory. Except for the addition
of the hardware arithmetic processing unit, the system developed and
implemented in this dissertation has basically the same design and
hardware. Thus, only the details concerning the APU are given in
Appendix I. Details concerning the other modules of the microcomputer
system are well documented in various reports[67].

C. Implementation of the Microcomputer System
for Subsurface Target Identification

Pictures of the microcomputer system and its components are
shown in Figures 50 and 51. Two major operations, namely target
idont.i ficition arid d1t0a rocording wor 'Imnplemented in the microcomputor
sy lum, Thu tdt'ut IdutiHfictito process perfolrned by the microcom-
puter is outlined in Figure 52. All processes except the automatic
tuning process have been implemented. The tuning process is discussed
in Chapter IX. In short, when the target identification mode is being
executed, the Terrascan samples the received analog waveform, displays
and feeds it to the analog board for A/D conversion. The digital
waveform is then fed to the memory board where the average waveform
is formed. The average waveform goes to the preprocessing unit for
reduction in clutter/noise. This preprocessed waveform arrives at the
detector for a screening operation. The detector screens out wave-
forms whose energy, peak timing and peak amplitude are out of the de-
sired ranges. The "in-range" waveform would then be fed to the pre-
dictor-cnrrelator for target identification. "Out-of-range" waveforms
are considered as "undesired-target" waveforms. The correlation coef-
ficients and the processed waveforms are stored in the 8K memory which
is transferred to the cassette recorder when filled. For target
identification based on the predictor-correlator method, only the
difference equation coefficients corresponding to the desired target
need to be stored in the microcomputer for the evaluation of p(T), the
complex resonances are not stored. For multiple-threshold identifica-
tion, a set of coefficients corresponding to each chosen value of Toi
needs to be stored. Note that these coefficients depend on ground
condition, thus, for on-location subsurface target identification in
real time, an automatic tuning process is necessary. Automatic tuning
of the identification radar to the ground condition is discussed in
Chapter IX.

A list of executable commands and their detailed descriptions
are given in Table 31 of Appendix I.
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Figure 51. The microcomputer and Its components.
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The following notes with regard to the implementation of the
microcomputer identification system are important:

1. Due to hardware constraints in the Terrascan, a waveform
obtained with the microcomputer system contained only 128 data points.
The waveforms obtained with the digital computer controlled system
contained 256 data points. Thus, we were faced with possible loss of
resolution in time (i.e., a large,, sampling period must be used in
order for 128 samrFes to cover a 50 ns time window) or frequency (i.e.,
smaller time window must be used). Careful study of the small-anteana
waveforms from the mine-like target revealed the fact that the energy
of practically all waveforms resided in a time window of 25 ns (see
Figure 40). Hence, by choosing a time window for 25 ns and 128 samples
for the mine identifier, both time and frequency resolution were main-
tained.

2. Besides frequency and time resolution of the waveforms, the
other important considerations are data precision, flexibility and
speed. In this system, double-precision floating-point* arithmetic
is used to perform the major calculations such as the evaluation of
the correlation coefficient A(T) and the FIR filtering in the prepro-
cessinq unit. The floating-point format offers large dynamic range,
flexibility and ease of implementation. The function-generation capa-
bility (such as trigonometric functions, transcendental functions, etc.,
arv available f0' floating-point numbers only) of the APL! provides tre-
mendous flexibilities in the implementation of digital signal processing
techniiques. These, together with the fact that scaling operation Is not
needed for floating-point operations, makes the floating-point format
an ideal choice for a "first-generation" computze,' system. The tremend-
ous aoKunt of scaling operations in the fixed-point calculations makes
the calculations difficult to track and furthermore, the great amount
of scalitiq often causes loss in data precision. The trade-off in us-
inql the floating-point foriwit is the computing speed. Floating-point
operations usually take more comiputing time than the corresponding
fixed-point operitions. Furthermore, the 25-bit mantissa offers less
"nominal" data precision than the 32-bit fixed-point formated number.
With tne choice of data format, we now estinmte the computing time
needed for an identification decision. The major areas requiring
significant emnunt, of computations are the following:

F'oa'tlng-puint number in this system is represented by a 7-bit
exponont and a 25-bit mantissa.
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a. Arithmrtic averaging

This procLss forms the arithmetic average of C'] raw waveforms from
.the same antenna location and orientation for reduction of noise. Here,
the major part of the computation time goes to the sampling of the Nl
waveforms. The sampling time At Is inversely proportional to the repeti-
tion frequency of the radar source, i.e., the impulse generator, and

N1 
N2

where

N1  number of waveforms required to form the average,

N2  number of samples in a waveform, and

RF * repetition frequency of the impulse generator.

In the present system, N1 -10, N -128 and RF=256. Thus Atw5 seconds.
If the repetition frequency can be increased to 10 KHz*, At will be
decreased to 0.125 second.

b. 90w-difference

This process forms the difference between two waveforms from two
* antenna orientations (one of which is a 900 rotation from the other)

at the same antenna location. The differencing operation basically
increases the sampling time by a factor of 2. In the final system
applications, this process is probably not needed. At any rate, the
antunna rotation process will represent a major time factor.

c, Calculation o

This process evaluates the correlation coefficient p(T) at all
chosen values of Toi's for multiple-threshold Identification, Note
that with the choice of floating-point format, the expression for p(T)
given in Equation (24) can be manipulated for minimum computation time,
In floating-point calculations, due to the shifting of exponents re-
quired for the add/subtract operations, the amount of time required to
perform an add/subtract operation can be larger than that required for
a multiply/divide operation. Table 15 lists the computation time re-
quired by the APU to perform each of the four basic floating-point
arithmietic operations. The maximum difference in the average computa-
tion time for the four operations are less ihan 23% of the minimum

*This is believed to be within state-of-the-art technology.

........... **'* .



123

TABLE 15
COMPUTATION TIME REQUIRED BY THE APU TO PERFORM

THE FLOATING-POINT ARITHMETIC OPERATIONS

FLUATING NUMBER OF CLOCK CYCLES*
POINT

OPERATION MINIMUM MAXIMUM AVERAGE**

ADD 56 350 203

SUBTRACT 58 352 205

MULTIPLY 168 168 168

DIVIDE 171 171 171

* 1 clock cycle = 500 ns
"**AVERAGE = (MINIMUM+MAXIMUM)/2

average computation time. Thus it seems reasonable to manipulate the
expression for ,(T) to minimize the total number of operations. Based
on the above criterion, the following expression for p(T) is implement-
ed in t0c predictor-correlator of the microcomputer system for target
identification. t

>' 
e2 (t)

t =t +m +0 T

,T) - fl.T titr+m0  T (56)
rir(t) (rN(t)'e(t)) + C 2(t)

L=ts +moT t-t- +moT

where

e(t) = rM(t)-rc(t)

The number of aritimietic operations required to evaluate r,(T) at a T
value of To1 is given in Table 16.

L , .. i
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TABLL 16
NUMBER OF ARITHMETIC OPERATIONS REQUItRED

TO EVALUATE p(T) OF EOUATION (56) AT
THE VALUE OF T=Toi

OPERATION NUMBER OF OPERATIONS

ADD (N+2)(M-NIoi)-I

SUBTRACT M-NIoi

MULTIPLY (N+1)(M-N1Ioi)+l

DIVIDE 1

In Table 16,

N number of resonances of the desired target used
for identification purposes,

M (te'ts+TB)/TB, and

10i Toi/TB

Note that M-NI 0 is the number of instantaneous error samples in
the error interval.

With the small antenna system and for mine Identification, N=-O,
M=1Ol 1o =4,5,6,7 and 8 (see Chapter VII). The total computation time
ranges fromO .26 seconds to 0.64 seconds with an average of 0.45 seconds.

d. The filtering operation
In t,-Fepreprocessor

Because of the unavailability of the FFT package in the micro-
computer system, the digital filtering operation in the preprocessor
was performed in the time domain via the following relationship[55,56]

N'
rM(nTB) = h(iTB)rl(nTB-iTB) (57)

where
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rM(nTB) the processed filtered waveform,

rl(nTB) -- the processed unfiltered waveform,

h(iTB) impulse response of the digital filter, and

N' order of the digital filter.

The impulse response of the digital bandpass filter given in
Figure 47 was obtained by taking the inverse FFT of the digital filter
transfer function. This impulse response and transfer function are
shown in Figures 53a and b, respectively. Using this time-domain fil-
ter, a set of identification results was obtained using the in-house
computer for the identification of the mine-like target based on the
small-antenna waveforms previously obtained (see Chapter VII). Identi-
cal estimates of identification performance were obtained (i.e., P

00%, PFA1. 7 2 % for RID=30 cm, and P 10 0%, P 6FA.6 9 0 % for RID45 ct).

The time-domain filter shown in Figure 53b is a FIR filter with
a large order of N'=128. Thus, tremendous computation time will be
consumed in the filtering operation if it is to be impelemented in the
microcomputer system. To save computation time, the order of this FIR
filter was lowered to 37 by using a "windowing" technique with a Kaiser
window[55,56,61]. The Kaiser window, the "windowed" impulse response
of the filter and the FFT of the windowed impulse response are shown
in Figure 53c-e. Identification performance estimates obtained using
the in-house computer with this windowed filter was P=1 lO0%, PFA- 8 . 6 2 %
for RID-:45 cm. Thus, performance only slightly degraded. This filter
was incorporated into the microcomputer system for real-time identifi-
cation of the mine-like target. The windowed time-domain filter
has 37 coefficients and is symmetric about its center. Based on
Equation (57) and Table 15, the average time required for the filtering
operation on a small-antenna waveform is 0.5 seconds (vs 2 seconds for
the unwindowed filter). The digital filter can be replaced by an ana-
log filter placed at the front end of the receiver in the final identi-
fication system.

e. Detection

Operations performed in the detection include peak detection,
energy calculations, etc.

f. E xecut.ion of coniiiu ter. r .in.st.r-uc-t.ion.s'

The amnount of time taken for execution of the computer instruc-
L iuns depends on the efficiency of the microprogram written.

In sunmiwnarizing, the amount of time required for an identification
decision in the identification of the ,line-like target with the exist-
ing small-antenna microcomputer system is estimated to be approximately
11 seconds with 0.45 seconds of average predictor-correlating time.



0 ,

20 25
TIME Ino)

hI

0 104 ii 1512 2018 252
FREQUENCY (MHv)

(a) (b)

IfiF/•
Ig-
Ld LtI

9 5 10 Is 20 25 5 014 -7 a

TIME (pa) A TIME (no)

Cc) (d)

---- t

H M

a

6 T
II I t t. I I 1

0 504 IOCh1 1512 2010 2520
FREQUENCY iMM:)

Figure 53. Design of thie orraceswor FIR filter for
tdargtL identification with the smaIl 1-
diltelnlia microcomputer qysLem,

ji



127

The decision time goes down drastically to about 0.7 seconds if the
repetition frequency o.f the pulser can be increase-d- to-_-10-Fz, and the
filtering operation in the preprocessor can be performed with an ana-
log filter. Using state-of-the-art technology, both these conditions
can be easily met.

Based on the simulated identification results obtained with the
microcomputer conditions (i.e., 128 samples per waveforrml, FIR filter-
Ing), the microcomputer identification system is expected to identify
the mine-like target with the same level of performance as the results
previously presented in this dissertation.

D. Calibration of the Mi crocomputer
Target I�ent ficaton Systeni

Calibration of che microcomputer system includes the following:

1. Time scale

The timle scale was calibrated by comparing two waveforms from the
same target, One of the waveforms was obtained with a fixed length of pcable added to the system. Th~e time window waLs calibrated at 25 ns.

However, the impedance mismatch at the trigger pick-off circuitory of
the Torras-an limited the reflectionless time window to 20 ns (see
Figure 54). The secondary reflections caused b this impedance mis-
match occurred at a time which was 20 ns from the transmit receive
co•upling, This reduction in the size of the reflectiunless time window
was later found to limit the identification range of the radar system.

2 Apit~ude sca__le.

Operations performed in the detector required accurate calibrationi
of the peak amplitud,, peak timingn as wull as the energy of the mine-
like tairget waveformts. These calibrations were performed by collecting
a sut of waveforms over the wine-like target and tabulating Ohe various
detection thresholds based on the set of waveForms

J , .n~rou~nd c.on dition

On-location ground-condition calibration is discussed in Chapter
IX. At. the present time, the in-situ complex resonances of the mine-
like target waveforms were obtained by analyzing the waveforms collected
in 2. using Prony's method. The difference equation coefficients asso-
ciated with these resonances were then used for real-time target iden-
tification. Real-time identification performance of the microcomputer
system is discussed In the next section.

,!,
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E. Real-Time Identification Performance

TCentfcti- on ystm

1. Identification performance

Two sets of identIfication data were obtained for the identifi-
cation of the mine-like target in two different ground conditions.
The first set was obtained using the poles and thresholds as given in
Tables 27 and 30 of Appendix G for real-time identification of the
mine-like target, Real-time identification performance of Pi10l0% and
PFA--% was obtained for RID-30 cm (based on 9 mine-like target wave-
forms and 21 other-target waveforms). It was found that, for RID-45 cm
identification performance degraded to P 2 PFAO0 This reduction
in identification range was attributeo tý the presence of the unwanted
reflections from the trigger pick-off in the lotter portion of the time

window.

The •.rond set of identification data was obtained under a dif-

ferent and rapidly changing grou condition, A uet of measurements
over the mine-1 ke target was collected over a lightly wet ground for
cal lbrating the ground condition, target resonances, and the various
detection and identification thresholds. However, there were rapid
weather changes betwoeri the time of data analysis (fnr ,alibratinns)
and real-time identification, There was heavy rainfall during the

interim period, and in one day, even a moderate snow storm. These
drastic weather changes altered the ground condition, and with the
.Fy:tem tuned Lu the previously calibrated conditions, it was found that
the level of the correlation coefficients for the mine-like target wave-
fonme, was generally lowered. Hence to ensure a 100% identification
probability, the identification thresholds had to be lowered. Thus,
with an untuned system and using lower threshold values (see Appendix
I for details), a set of real-time identification data was obtained.
Identification data based on 17 mine-like target and 13 other-target
waveforms were P1 1OO'; and PFAzO'7 for RID= 3 0 cm. Thus, lowering the
threshold values seems to be an effective means to counter the problem
of uncertain ground conditions for this penetrable "desired target",
This a.pect of thin system warrants a detailed future investigation,

2. Speed

The two sets of identification d.ta dincussed in the above sub-
sucrion were obtained with N1 (the number of raw wavefori|s required to
form an average waveform) set equal to 8. Thus, for a pulse repetition
rate of 256 Hz, the amount of time required for the microcomputer sys-
tem to form an average difference waveform was 8 seconds. The amount
of Limt! taken for the correct identification of the . One-like target
was clocked at approximately 2.5 seconds, Thus, the total real-timc
for a correct Identification of the mine-llko target was Lipproximate-
ly 10.5 seconds. The amount of time required for false-ta,.Cet
or no-target discrimination was less than 10.5 seconds, In the

L p,*hIrtý,i,:f -1A1' 1, n~~4,d~r,,M~. ~ ,4~~~7 ',: ,,.~. ti . 4 ,,"4*4liA,4';49y 4
'4 njd eV
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inplemuntation of later generations of this identification, system, it

is expected that, the identification speed will drastically increase
with the increase in pulse repetition vate, decrease in N1 , elimina-
tion of the 900 difference operation, and morn efficient microprograms.

3. Precision

To find the precision of the correlation coefficients calculated
in the microcomputer system, correlation coefficients were calculated
for a waveform using the microcomputer system. These correlation
coefficients were then compared to those calculated by the in-house
computer system for the same waveform. It was found that, the two sets
of results differed in the 10th bit of the mantissa of the floatinq-
point formatted numbers. No error was observed in the exponents. Thus,
using the 25-bit floating-point format of Lhe APU resulted in C 0.i,
truncated error in the correlation coefFicients. This is expected to
have little effect on the identification performance.

F. Possible Future Improvements on

In addition to the impedance mismatch at the trigger pick-off
circuitory of the Terrascan, a few other aspects of the microcomputer
system can he modified to improve identification performance.

1. The samplingnsystem in the Terrascan

The Terrascan system was originally desi ned for low-frequency
operation (i.e., frequencies less than 200 MHz), as such its sampling
system Is therefore slow. The slow sampling system causes loss in high-
frequency content of the received waveforms, Figure 55 shows two wave-
forms, one received by the Terrascan and the other by a faster sampling
system, Frnm the same target at the same antenna location and orienta-
tion. The loss of high-frequency content in the waveform received by
the Terrascan system i., quite apparent,

With the identification pprformiance obtained thus far using the
microcomputer system, the high-frequency loss in the Terrascan sampling
system does not seem to affect identificaLinn performance for the
identification of the mine-like target considered in this study. How-
ever, such high-frequency loss will almost surely degrade performance
when the system is used to identify smaller mines.

2. Thedna!Micrane in si•a level

The microcomputer system currently uses an 8-bit A/D converter
to convwrt the received analog waveformts to digital form. This results
in a 48 dB dynamic range in signal level. For the identification of
low-level signals rhe dynamic range needs to be increased.

.... ". ..- ] " 7 ' .- " • T " ' .' " i. .." . . . .. .... . ... . [ i ........ ....
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3. Gain control of the Terrascan

The gain control of the Terrascan system offers a limited
range of gains in large discrete steps. Such large discrete steps
may result in large truncation error.

In summarizing, a microcQmputer system has been implemented for
real-time subsurface target identification. Real-time single-look
identification performance of Pi=l00% and PFAN0 % for RID: 3 0 cm was
obtained with a total of 26 mine-like target waveforms and 34 other-
target waveforms for the identification of the mine-like target in
different ground conditions. The amount of time required for a correct
identification of the mine-like target was approximately 10.5 seconds.
The amount of time required for a correct other-target or no-target
discrimination was less than 10.5 seconds.

The microcomputer system built in Ahis study was intended to be
a "first-generation" system. Many possible modifications of the system
were recommended in this chapter for better identification speed, data
precision, and identification performance. The most important modifi-
cation is the process of automatic tuning of the radar system to the
on-location ground condition. This is the topic of Chapter IX.

.. ......
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CHAPTER IX
A METHOD FOR REAL-TIME ON-LOCATION TUNING OF IH.

IDENTIFICATION RADAR TO THE GROUND CONDITION

A. Objectives

*, ,. The importauce of tuning the radar system to the ground condition
was illustrated in Chapter IV. An un-tuned subsurface identification
raoar system yielded degraded performance. This chapter discusses
a possible method for automatic tuning of the radar system to the
ground condition. Emphasis 's on the ý,implicity of thr, method and the
"possibility of incorporatini such method into the microconiputer system
for on-lo.:ation target icdenLification in real time.

B. The Use of Backscattered Waveforms
-rom-H-T-hin •Wres t o Es temt e-"

Ground Parameters

The bdckscattered waveforms from the buried thin wires as shown
in Chapter V1l possess the following properties which are useful inI
the calibration of giound conditions:

1. The uiaveforms contain complex natural resonances which
are related to the ground parameters in a simple fashion.

2. lhe wire waveforms arc. of high amplitude, thus the
estimate of the resonances will be accurate.

3. The lowest-order target resonance of the thin wires are
the most dominant. (Se2 Appeidix J). This implies th,t
the thin wire waveforms can be closely characterized 0ý
a •ingle resonance. Thus,

11l ,t-t' )
rM(t) = 2aI e cos(.l (t-t') (58)

where

rM(t) processed waveform
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S I = 'I +j(,i I complex resonance,

F; = residue associated witn r, , and

t' -: start time of the transient signal from the wire.

For a thin wire, the first resonance can be approximuted by
Equation (58)

- 0.0828 (59)
i~Lr

T1 C
0.9251 _c

rL

"where

ground conductivity (homogeneous medium assumed),

, ground permittivity,

c speed of light in free space,

• = relative dielectric constant of the ground, and

L length uf wire

The complex natural resonance given by Equation (59) is a good
approximation to the first natural mode of a thin wire with a lenyth/
diameter ratio of 100 buried in a homogeneous medium of good dielec-
tric (i.e., medium with d small loss tangent of (/(d-,-<I)[52,69].
Here, it is used to estimate the ground parameters based on the wave-
formis from the buried thin wires and is found to yield reasonable
results.

Sinco the waveform is dominated by a single resonance, the
values of 1 and 1 can be easily estimated from the decaying envelope
and the peak timing at two samples of the waveform, thus, the ground
parameters can be estimated via the following equations:

o .9251 (tI- -to)C] 2

andJ (60)

2, [tl-to)'l ,,n M 0)0

-MO-
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where r(t ) and r(t ) are the sample value-, of the measured waveform
at time t8 and tl, ýespectively.* All other parameters are as pre-
viously defined.

Using Equation (60), the ground parameters represented by the
wave~orm shown in Figure 56 are estimated to be ,r= 1 4 and u=24 m$/rn.**
These estimates are found to be very close to the estimates obtained
suing different techniques currently being investigated in another
study at the Elc-ctroScierce Laboratory[58]. The method outlined in
Equa•tion ý60) is attrictive, for it uniquely characterizes the ground
condition by two sample values of a thin-wire waveform.

C. Automatic Tunij.g. 9f he Identi f i cati on
Radar to the Ground Conditior.

The knowledge of the ground parameters basiLally solves the
automatic tqruund-condition tuning problem for the real-time identifi-
cation of simple targets such as the brass cylinder and the aluminum
sphere whose resonances are related to the ground parameters in a
known analytical fashion[21,63]. How.ver, it does not solve the tun-
ing problem for tile real-time identification of plastic mines, for
the analytic relations between the complex natural resonances of the
plastic mine-like target and the ground parameters are not known.
lo date, the characterization of t,-rqets, should it be free-space or
subsurface targets, is o relatively new research problem, Further-
more, research efforts have mostly been concentrated in the character-
ization of perfectly conducting targets only. Characterization of
dielectric targets ,uch as the plastic mine-like target with complex
natural resonances via andlytical method has not been previously
treated. This could be achieved but it represents a substantial
resedrch effort beyovnd the scope of the present study. In this study
we sugest. solving the automati: tuning problem for identification
of minv;S experimentally with the procedure outlined as follows:

Step 1: Es;timate the qround parameter by using the method
outlined by Lquation (60).

* Equation (60) Is valid only when rM(tn) and rM(tlI are both non-
zero and that !lr(t 1 -tO)=2nn where --1,2 3.

** Note that these rc;timates are, of co.Arse, accurate only at
Furthermore, the loss tangent, based on the estimated values of

and d, is found to be 0.252.

-.
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Step 2: Determine the loci of the complex resonances of the
mine-like target experimentally as the ground para-
meters vary. Ground parameters can be controlled
by using different kinds of soils, or by increasing
the moisture and salt content of the ground. Thus,
the loci of the natural resonances (or the coeffici-
ents am's) can be determined as a function of tl-to,
rM(tO), and rM(tl) and stored in ROM's in the micro-
computer identification system for on-location target
identification in real time.

To make the above method even more attractive and practical, the
, thin wire does not have to be buried for ground-condition characteri-

zation. Figure 57 shows waveforms obtained 4from a thin wire Idying
at different locations on the surface of the ground,* Again, the wave-
form is dogninated by one (pair) resonance and thus, the ground condition
is uniquely characterized by the values and timing of two sample points
of the waveform. In the case of the on-surface wire however, because
of the fact. that part of the wire is in the air, the ground parameters
are no longer estimated accurately by Equation (60). Nevertheless, the
unique information about the ground condition is assumed to be contain-
ed in the two samples of the waveform. Thus far, this assumption is
found to be valid. The on-surface wire waveforms given in Figure 55
indicate different decaying envelopes and zero-crossing intervals for
different ground conditions.

The method of ground-condition tuning outlined above amounts to
an extensive experimental effort and is planned for the future.

• The wire has to be in good contact with the ground.

- ,,.
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CHAPTER X
SUMIARY, CONCLUSIONS AND RECOMMENDATIONS

A. Swarmaryc

At the tine research in this report was initiated, thec laini that electromagnetic signals were impractical for subsurface

exploration because of attenuation had already been refuted. Refer-
ences in this report contain additional evidence refuting this claim,
We demonstrate that the received signals from objects beneath the
surface of the earth can also be interpreted intelligently. That is,
that much wlore than simple ray tracing with a postulated reflection
coefficient at somýe depth is possible. We show conclusively, using
real subsurface probing data, that the target can be identified.
It is emiiphasized that the identification is not simply a seismic-type
m11ap subject to interpretation and qualificatfon by the observer but
an actual processing scheme which inquires as to the presence of a
particular target. We also stress that the methods developed 'in this
dissertation are field-oriented and operate in real time. The para-
graphs below itemize the specific progress which has been made.

The predictor-correlator vethod for characterizing and identi-
fying subsurface targets was studied and extensively tested using real
radar measurements obtained with a Terrascan-type subsurface pulse
radar. Measurements were obtained over three sets of targets. The
first set consisted of five similar-size targets including a plastic
mine-like target, a brass cylinder, an aluminum sphere, a copper
sheet and a wood board. These targets were buried at a depth of 5
cm (2 inches). The second set consisted of a series of different-size
(maximum diiiension varies from 30 cm to 300 cii) brass cylinders buried
at different depths (depth varies froemi 30 cm to 150 cimi). The third
set consisted of a series of thin wires buried at the depth of 5 cm
(2 inches). The method of characterization and identification uses the
complex natural resonances as the discrindlnants for the identifier and
the method of linear prediction for evaluation of the correlation coef-
ficients for threshold identification. The complex natural resonances
of the desired target are determined a priori and the difference equa-
tion coefficients related to these resonances are. stored in the identi-
fication system for real-time on-location target identification. The
identification process is simple and involves only simple algebraic
operations.

139
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The characterization and identification methods were found to be
successful and a "first-generation" microcomputer system was built for
on-location identification of mines in real time. A simple method for
automatic tuning of the identification radar to the ground condition
was suggested. This method is simple to use and can easily be incorpor-
ated into the microcomputer system for real-time target identification
purposes. The significant findings are:

1. The identification method was extensively tested, with
measurements over the subsurface targets, and found to
be extremely successful. Single-look identification
.sta.tjsjtiqis fo~rý the identification of the mine-like target
in differeni ground conditions w're "tmatb . .. .be'

00% .25'/' for R 3t cm over an ensemble of 55
ipiine-like arget w avefo rms, and ~22" other-target waveforms.*
The S/C of the ensemble of mine-like target waveforms
ranged from 0.21 tO 3.5.

2. A microcomputer system was implemented for real-time sub-
surface target identification using the techniques develop-
ed in this study. Single-look identification statistics
for the identification of the mioe-like target were esti-
mated to be P - 1 00%,1 PFA- 0 % for RIDm30 Ln11 over an emsemble
of 30 mine-liie target waveforms and 30 other-target wave-
forms. The amount of time required for a correct identifi-
cation of the mine-like target was 10.5 seconds, a correct
discrimination of an other-target or no-target required
less time.

3. Identification performance degraded when the radar system
was not tuned to the right ground condition

4. Identification performance degraded when the radar fre-
quencies did not properly span the target resonances.

S. Single-look identification performance was characterized
by a correlation coefficient vs. sampling interval (p(T))
curve. Optimal identification performance occurred when
the sampling interval T was in the ii1viediate neighborhood K
of TN (see Equation (51)), Thus, one knows a priori the
value or the region of values of the sampling interval
needed for design and Implementation of the identification
radar.

* Identification statistics given herr, is estimated from the ensemble
of all wine-like target waveforms collected using the Terrscan-
l Ike sysLoms.

-- 77.
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6. All subsurface targets considered were characterized by
a small and finite number (5 pairs or less) of resonances.
These resonances were invariant with respect to radar
location.

7. The resonances of the plastic mine-like target were found
to be internal resonances, with their imaginary parts
independent of ground condition. The resonances of the
brass cylinder were found to be external resonances;
both their imaginary and real parts were dependent on
ground conditions.

8. The extracted resonances of the brass cylinders were
found to be the dipoles modes along the length of the
cylinder, Furthermore, they closely approximated the
resonances oF the same target buried in a homogeneous
medium with plane-wave illumination. This discovery
suggested a good way to estimate the ground parameters
(see Section VI1-B),.

9. The high-frequ'ncy content of the backscattered waveforms
was highly attenuated as target depth Increased, Identi-
fication rnrige decreased as target depth increased,

10. Up to a certain threshold, the frequency of the target
resonances decreased according to the increase in target
size, and target resonances depended solely on the scatter-

I ing mechanisms of the targets, Beyond the threshold, in-
crease in target size did not warrant the decrease in the
frequency of the resonances. In this case, target reson-
ances would depend on the scattering mechanisms as well as
other ciuantities such as the antenna pattern, etc.

The sitnif ihinit contribut Ions of this relort are:

1. 7he problem of applying Prony's Method to real radar measure-
ments for extraction of the complex resonances was consider-
ed as one of parameter optimization. This approach yielded
legitimate target resonances from waveforms with S/C as low
as 0.?1 (see Chapter III),

2. The predictor-correlator method was extensively tested with
real radar measurements, and found to yield practical
single-look identification performance. Furthernure, it
was found that there existed a limited range of T values in
which optimum identification performance orcurred. (See
Chapter IV).

# MAb•~~l.~i4 M. ~ i tlv~ t~iitM
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3. A microcomputer system was implemented for real-time on-
location subsurface target identification using the tech-
niques developed in this dissertation. The system was
found to yield practical single-look identification per-
formance with a 10.5 second identification time (see
Chapter IX).

B. Conclusions

We have now provided a successful method for the identification
of subsurface targets at shallow depth. The method is based on single
radar returns and is simple to implement# Based on this method a micro-
computer system has been implemented for on-location identification of
subsurface targets in real time. Some modifications have to be made
for the microcomputer identification radar system to be practical, the
most important being a method to calibrate the ground parameters (e,Vi,
o) in real time and to adjust the resonances of the desired target
accordingly for real-time subsurface target identification in different
ground conditions. This is now being implemented and is expected to be
incorporated in the final system.

C. Recommendations for Future Work

The subject of subsurface target characterization and identifica-
tion is in its infancy. The results obtained in this study represents
a significant step forward, but much remains to be done. The following
items are highly recommended for future research:

1. The taks of automatic on-location tuning of the subsurface
radar to the ground condition is crucial to the problem of
subsurface target identification. The consideration of the
waveform values of the on-surface wire waveforms suggests
a feasible way to solve this problem.

2. The relationships between the extracted resonances of the
targets and the various system parameters such as target
size, depth, antenna pattern, air-ground interface, etc.,
need to be exploited for a better understanding and inter-
pretation of the extracted resonances.

3. Application of the characterization and identification
technique to deeper targets needs to be expanded. In this
regard very little deep electromagnetic probing has been
done.

4. Identification of subsurface targets in the presence of
other objects.
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APPENDIX A
DERIVATION OF PRONY'S METHOD FOR TRANSIENT WAVEFORMS

WITH MULTIPLE-ORDER POLES

This appendix derives Prony's method for the extraction of
resonances from waveforms with multiple-order poles,

With multiple-order poles the transient waveform can be
expressed as

N 'Mi sitrft) : + bjiPt a-lr )12 .e(61)
i =l J=2

where

P = O, if Mi ,. 2

p 0 1, if Mi 2

and where Mi is the multiplicity of the ith pole.

The corresponding expression of Equation (61) in the complex
freqiency domain is

a j=Mi b )

Si l\ (s-si)J

In discrete form, Equation (61) can be written as

N Mi snT
r(nT) : (\ + )' hj ip(nT)j'l) ae (63)i ij--2 i1 a

With the following z-transforwtl pairs[54]

s rT

,- 1-i5
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r I(nT)esi T] e Te l z I

ses Z" 1) 2-T z-1 T

1-e z 1 )2

4[(nT)JeSi _ (Tz •I) 1  (64)d) SiTz.
1-e z•

where t,[] is the z transform operation. We can transform Equation

(63) into the z domain, viz.,

,.[r(nT)] N + ) bjiP zT a
i=-- j2 dzQ J=l Si z"

b-e zl

b e - 'Tz'l siT z

a siT T 1 2

N (,1 1-e- z3

d T 2e Z- I+e i T"1

+ 4.eb Tz 4--

+ MSl T dz) I ( iesTzY (65)
1-e

Each tertll in the right hand side of Equation (65) is a rational
function of z- with its denominator one degree higher in z-1 than the
numerator. Thys. when the series is summed, it becomes a rational
function of z in the form of

,,,( r ( n T )) = C z + . ..- -_ 'L +)
(r~nT do+dIlz'l + .. dLz-L
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where the polynomial of z-1 in the denominator is one degree higher
than that in the nunerator. The denominator polynomial is commonly
referred to as the characteristic polynomial and its related to the
pole locations si by

L i N SiTzlMiZl'i , IT( -e z -1) L = i ' (67)
1i-O icli 1

Multiply both sides of Equation (67) by zL, we obtain

L N iT)Mi

iO (z-eI

or

L N Mi
Z ,, (11 , (z-z) (68)

m-O ic1

where

m L-i; m I O,l1..L

siTzi e (69)

Equation (68) is analogous to Equation (11),

We now proceed to write Equation (66) as

do+dlz'l + ..- dLz' L)ý,[r(nT)] , co+clz + L+l

With the relationship[54]

,, [z'(r(nT))] = r(nT-iT) (71)

where ] is the inverse z transform operation. We obtain the
inverse z transform of Equation (70)L r L- ].

X dir(nT-iT) = . X, (.72)
iO ' i O

-. .. . ... - " " . .
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Since the right-hand side of Equation (72) is zero for noL, hence

L
I dir(nT-iT) 0 ; n > L (73)

i=0

Now with

n a L + K; K 0,',2"

in = L-i and

we obtain the desired difference equation,

L
X ,,lrK+m = 0, K = 0,1,2, (74)

where rK+n--r(KT+mT). This difference equation is identical to the
Prony difference equation in Equation (12) except for the change of
order. Thus, the sample values of a transient waveform with the pre-
sence of multiple-order poles satisfies a Prony difference equation
of order L, where

N
L ' M- . (75)

i--I

With rquation (74) wt, can solve for the coefficients , s, and sub-
sequently solve for the si by Equation (67). We can a so solve for
the poles si, as was done in the simple-pole case, by solving Equations
(I2) and (01) with N chmnged to L. Thus, the same procedure taken to
sOlve for the pole locations in the simple-pole case can also be used
in the multiple-order-pole case. However the procedure for the calcu-
lation of the residues requires a slight modification,

The calculation of the residues is done by solving Equation (63),
which differs from Equation (8) because of the presence of the terms
involving (nT), and the fact that there are L unknowns rather than N.
With the a•sumption that the ith pole is of order Mi, Equation (63)
cam be written as
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Miterms

ro = a,+a + "'+0+ + ---+0+ - - - - a

M1terms

rl =a~l,+a 2z2+...+aizi+T(b 2ial)zi+f2(biai)zi+...+T '- (bM41ai)z 1 +

Mi1 terms *+N

r2 ýazzl+a2z2±...+ZIZý+T(b,,iai)zi+lL(h3ii2z+-- +T (b llz+

**+ 2  (75)
N N

Froim Equation 7~5)~ we see that, in solving for the residues in
the presence of mlultiple-order poles, the, matrix Eqtqation (15) must
be modified as follows

DE F

where

A'n

2 ~ ~ ~ r z . z7

ý1~ .2 . 1

ohf



a a

31 +2

a ibM ~ al'+Mil

a 1+1 a i+mi

a Nd

r0

r.

r

r
1+1

~i+Mi -2

r+ -1



APPENDIX R
DERIVATION OF PRONY'S METHOD AND ITS VARIATIONS

This appendix derives the variations of Prony's method due to
the constraints aj=l (Interpolation method) and

N 21

111- 0

(Eigenvalue method). Computer codes (in Fortran Language) for these
methods are also included.

A. _Th!e Interp[olIa t ion Method

In the interpolation method, the Prony difference equation can
be written as

, 0 r(t)+ýI r(t+T)+- " i-lr(t+(il- )T)+,- *ci +Ir(t+(i+1 )T)+ -

+ atNr(t+NT) -- ,r(t+il) (76)

Thus the matrices A, B and C shown in Equation (13) need to be

modified as

AB E C (77)

whl. re
ror rr ri ri+ I.. rN •

A : rl ~ • '' i+l, r +2 ''' 'N+1 i

Ar

rMN~r _1Nl rMN++ r~-rM-N rM-N+ "N+i' -N+i+l M
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"12

(,i+l

I,.L

Equai on(7)cnb ue+oI~efr h of~ ~

ri+1

_rM-N*i _

Equcitiun ( 77) can be used to ;olv e for the coeffic' nLs c< ,• , .

"- i N in the interpolation method, Once the cuo.!fic~enis
ire •nown, we can solve for the poles and residues by foilowing the
identicdl procedure outl ined in the Classical Method (Chapt.ter III).

3. T h.e L v a.19 u_ Me t-c1d"

Under the constrdint

N
II2 l

the instamtcmfn(eow error in the error-evaluation process of Prony is
modifid t,. follows

N N
e(t ,+NT) t r ( t+iiiT) -2 (78)

In mdtrix form, the instantaneous error can be written as

,,jr.!tj , ~ n~n .~ii ih-..-t -ni..b ~ t~ n ~ L t,
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e(ts+NT) rM(ts) rM(ts+T) "" rM(ts+NT) ru0
e(ts+NT+T) rM(tS+T) rM(ts+2T) rM,(ts+NT+T) ?2

. • (79)

e(t 6 +MT-T) rM(tY+MT-NT-T) rM(ts+MT-NT) rM(ts+MT-TD LNJ

The total square error over the fitting interval (t s,ts +MT-T) is

L1  C cTr1

BT ATA B

:B *B (80)

where L1 is the total squared error 2ve¶ the fitting Interval. [ ]T

denotes the transpose operation. A, = A'A, is the data covariance
nla t i Y,[5 3 ] .

Solving for Matrix B by minimizing L1 under the constraint

N

is a s tandard eijenvaluu problem. Via the eigen-analysis, the
solution matrix k is the .iqen-vector corresponding to the minimum;
eiqenvalue of the covariance Matirx

Thus, Equation (81f) can be used to solve for the coefficients
"Once these coefficients are known the identical proce-

dure outlined in the Classical Prony's method can be used to solve
for the poles ind residues.

Collipul.er codes for the Prony's method and its variations are
gvi 1) iwe 1how. The program names "SEMI" implements the Pruny's method
under the constraints of ti 1, m-O,1,2... N (See Chapter III). The
program "Sen2"' implements the Prony's method under the constraint of

Both programs are well coninented and user oriented.

axa~~:L~4I-~
2

.- ~-J~a,.Ak..~t - ULtiL~L~Lhfl~~.' ,l&L--A-.--'- ~ L-~~-- 'J
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APPENDIX C

This appendix tabulates the extracted resonances of the mine-
like target at different antenna locations in icy ground. The poles,residues as well as the minimum-error-case parameters associated

with the Prony Process are given. These parameters are N, IBS, III,
and M and are defined as follows.

N Number of poles

IBS Interval between samples, i.e., T=IBSxTB

III The start time of the fitting interval in the
Prony process is ts+(iiI-l)x2xTB

,M Number of samples used in the fitting interval is
MxN.
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TABLE 17
EXTRACTED RESONANCES OF THE MINE-LIKE TARGET

AT VARIOUS ANTENNA LOCATIONS IN ICY GROUND

ANTENNA LOCATIQNO_ CENTER N-II, IBS=5, 111=5, M=3
EO0.632E-2

POLE POLE RESIDUE RESIDUE
(REAL PART) (IMAG PART) (REAL PART) (IMAG PART)

-. 6165323E8 ±..5980379E8 .1627237E0 ±.22C3193EO
-. 9816088E8 t.1153422E9 -. 1200819EO t. 4662508E-1
-. 2972145E9 ±.3199646E9 -. 6727021E0 ±.2528001E-1
-. 2574395E9 t .4525337E9 -. 2245525E0 ±.9734140E-1

_________ CETERN=11, IE3S=7, III-1, M-2
15 cm EAST OF CENTER L, S60lE ,M1ý_=O. 604E-3

POLE POLE RESIDUE RESIDUE
(REAL PART) (IMAG PART) (REAL PART) (IMAG PART)

-. 7955556E9 +.7207162E8 -. 3441590E0 r.5773295EO
-. 9747022E8 t.1327517E9 -. 2914887E-1 t.4185661E0
"-.2185998E9 t,1964866E9 .1786104Ei ±.6787741E0
-. 2235657E9 t..2570622E9 .1210215EI A,1496749EI
-. 2108089E9 t.3265433E9 -. 2914887E-1 V.4185661EO

N=1O, IBS=4, 111=2, M=2
15 cm SOUTH OF CENTER :0375E-2.

* POLE POLL RESIDUE RESIDUE
(REAL PART) (IMAG PART) (REAL PART) (IMAG PART)

-. 4419169E8 +.5302244E8 -. 1283107E0 t.266B165EO
-. 1687482E9 L..1862940E9 .1938945E0 :L.4774533EO
-. 1866233E9 +.2797166L9 .2234024E-1 ±..5512929E0
-. 3106326E8 ±..3993629E9 -. 5570095E-1 ±.4816288E0
-. 4141821E9 t.5571886E8 ,7225376EO T.9451689EO

• Real and imaginary parts of the extracted resonances are in
Nepers/s dnd Hz, respectively.

. .... >. .. . ... . .. ....-
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TABLE 17 (Cont.)

15 cm WEST OF CENTER N-7, IBS-9, II=3, M3
L __0.448E-2

POLE POLE RESIDUE RESIDUE
(REAL PART) (IMAG PART) (REAL PART) (IMAG PART)

-. 82b269IE8 ±.7159227EH .4703710E0 ±.2550093E0
-. 63661OOE8 ±.1213223E9 .f435532E-1 T.1370926EO
-. 2474290E9 ±..2123833E9 .3750488E0 f.2747979E0
-. 1196715E9 i.2833333E9 .1486354E9 0.0000000

15 cm NORTH OF CENTER N=12, IBS=6, 1 5, M=2
c=0. 287 -3

POLE POLE RESIDUE RESIDUE
(REAL PART) (IMAG PART) (REAL PART) (IMAG PART)

-.123869?E9 .5956967E8 -. 756820iEO T.4133825EO-. 1455328E9 ±.1044725E9 .4427186E0 ±.3773904E0

-. 2976452E9 ±.2543575E9 .1G51730EO ±.4133825E0
-. 3582517E9 i.3319750E9 .3949756E0 T.7346425E0
-. 3250828E9 i.4250000E9 .2408422E0 O.0O00000

30 N1EAST1F ENTERS=O.247E-2

POLE POLE RESIDUE RESIDUE

(REAL PART) (IMAG PART) (REAL PART) (IMAG PART)

-. 9395545L8 ±..7131887E8 -. 3951318E0 TF.1237333El
-. 1369431E9 :E.1220007E9 -. 1243418EI t.8057936E-I

k-.3187709E9 ±,.2553445E9 -. 1835029El T.6562829EO
-2052859E9 ±.3777737E9 .1061165E0 ±.9037383E-1

-. 2686828E9 f.4250000E9 -. 2203826E0 0.0000000

_5_ ý OF CENTER N=13, IBS=6, 111=2, M=2

_ SOUTH E=0.406E-3

POLE POLE RESIDUE RESIDUE
(REAL PART) (IMAG PART) (REAL PART) (IMAG PART)

-. 7440484E8 f.5768431F8 .2634359E0 ±.3522781E0
-. 2734229E9 4.1749879Eq -. 5841965E0 4.1580445EI
-. 2451866E9 i.2385293E9 .1394630E1 4.1721972E0
-. 2480318E9 ±.2889975E9 .6811801EO ±.1354053EI

2653034E9 ±.3814169E9 -. 6790937E0 ±.11B7006EI
-... . . .
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TABLE 17 (Cont.)

30 cm WEST OF CENTER N=13, IBS=6, 111=3, M-2L-0.685E-2

POLE POLE RESIDUE RESIDUE
(REAL PART) (IMAG PART) (REAL PART) (IMAG PART)

-. 1174326E9 _t.9037581E8 -. 7656702E0 +.8719310E0
-. 2722184E9 A.,1783297E9 .3367912E0 T.1380838EO
-. 2442735E9 i..3781778E9 -. 2437025E0 +,.4363209E-1

'30 cm NORTH OF CENTER N=12, IBS=6, I11=2, M-2:30 cNRT=0.171E-2

POLE POLE RESIDUE RESIDUE
(REAL PART) (IMAG PART) (REAL PART) (IMAG PART)

I• -~~.39291 71EB +.246E 3064080E0 :F. 2378655E-2

-..3953903ES .1162181E9 -. 8984933E-1 ±.4503131E-1
-,2863506E9 +.1847860E9 -. 2726371E1 '-.3413519EO
-. 2130829E9 t+.2626060E9 -. 1131884EI TF.711625IE0
-. 3845860E9 t.2977974E9 .2613163E1 1,.2442230EI
-. 3482679E9 +,3921698E9 .1288635EI _.1489745EI

POLE POLE
(REAL PART) (IMAG PART)

-. 7493116E8 +.L6347621E8
-. 9981995E8 +.. 1146405E9
-. 2416503[9 +..1535799E9
-. 2809195E9 !--.3074991E9
-. 2885261E9 +•.4076659E9

a
-."



APPENDIX D

This appendix tabulates the average extracted resonances of
mine-like target waveforms obtained using the 12m long antenna.

Table 18

AVERAGE EXTRACTED RESONANCES OF THE MI.IE-LIKE
TARGET WAVEFORMS OBTAINED USING

THE 12m LONG ANTENNA

POLE POLE
(REAL)* (IMAG)

-242.9760E6 144.343SE6
-381.1344E6 ,233.987lE6
-407.1770E6 *319.0055E6
-373.7482E6 .ý413.1869E6

*Real and imaginary parts of the
extracted resonances are in Nepers/s
and Hz, tespectively.

189
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APPENDIX E

This appendix lists the Fortran program for performing the target 
I

identification process (SRTlD2), it also tabulates some of the target

identification results described in Chapter IV. Detail correlation

coefficient values are given.
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TABLE 19
VALUES OF THE CORRELATION COEFFJCIENT FOR THE

IDENTIFICATION OF THE MINE-LIKE TARGET
IN WET GROUND

WAVEFORM ANTENNA p(9TB)
LOCATION

EIS .593
C .167
C .785
C .363

15 cmE .170
MINE-LIKE 15 cmS .596
TARGET '15 crn,W .382

15 cm,N29
30 cmn,E .183
30 cm,S 1 .294
30 cm, W .766
30 crni,N .288
45 cmn,E -.478
45 cmn,S .678

I C -.678
BRASS 15 cmi, S 1 -.380
CYLINDER 30 cm,S .448

45 cm,W ...447

ALUM INUM 7 cmn,S - .337
SPHERE 22 crn,S -. 387

37 cimlS -. 061

7 cmN -. 727
COPPER 10 cml, S -.384

ISHEET 25 cm, S -. 026
13 cm.NE - .065
28 cm,NE - .183
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TABLE 20
VALUES OF THE CORRELATION COEFFICIENT FOR THE

IDENTIFICATION OF THE MINE-LIKE TARGET
IN DRY GROUND

"WAVEFORM ANTENNA (9T
LOCATION

L .575
15 cm,E .685

MINE-LIKE 15 cmS .709
TARGET 15 cm,W .483

15 cm,N .538

BRASS C -.779CYLINDER-77

ALUMINUM 7 cm,S -. 080
SPHERE

COPPER 10 cm,S - 291

SHEET

tI

•JI
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TABLE 21
VALUES OF THE CORRELATION COEFFICIENTS FOR THE

IDENTIFICATION OF THE MINE-LIKE TARGET
AND THE BRASS CYLINDER IN DRY GROUND

DESIRED TARGET DESIRED TARGET
WAVEFORM ANTENNA MINE-LIKE = BRASS

LOCATION TARGET CYLINDER
p(8TB) P(5TB)

C .525 .648
15 cm,E .434 .646
15 cm,S .423 .491
15 cm,W .477 .651

MINE-LIKE 15 cm, N .837 .922
TARGET 30 cmE .6P7 .738

30 cm,S .535 .16830 cni,W .396 .831

30 cm,N

C -. 266 .954
15 cm,SN .228 .983

BRASS 30 cm,SN .146 .951
CYLINDER 15 cm,EW .228 .979

30 cmEW -. 049 .991

- .. .. .... . .. . - . . .
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APPENDIX F

This appendix tabulates the average extracted resonances of
the different-size, different-depth cylinders and the thin wires
(discussed in Chapter V).
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APPENDIX G

This appendix tabulates the average extracted resonances of
the waveforms from the two models of the mine-like target and the
small-antenna mine-like target waveforms.

TABLE 27
AVERAGE'EXTRACTED RESONANCES OF THE MINE-LIKE TARGET

1 POLE POLE
(REAL)* (IMAG)

-1.75363970EB ±6.61019133E7
MINE-LIKE TARGET -5.73125538E7 ±l.32122486E8
MODEL NO. 1 -2.87494683E8 t2.27030133E8
O.6m ANTENNA -1.82908509E8 A-3.07411043E8

-9.76454733E7 ±4.284479OOE8

MINE-LIKE TARGET -1.49959862E8 17.56869867E7
MODEL NO. 2 -9.64557560E7 L.64502020E8
O.6m ANTENNA -2.09351880E8 i2.27711640E8

-1.91461498E8 ±2.89778957E8
-1.91729062E8 ±4.14181320E8

-6,90468500E7 *.•131552700E8
MINE-LIKE TARGET -2.80111200E8 ±2.22590300E8
MODEL NO. 1 -2.35432000[8 .2.69826400EB
O,15m ANTENNA -5.03972000E7 -t2.994208OOE8

-1.22024400E8 4 4.04685600E8

*Real Part in Nepers/s, Imaginarv Part in Hz.

I .
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APPENDIX H

This appendix tabulates the identification results for identi-
fication of the mine-like target with the small-antenna system.
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TABLE 29
FIR FILTER COEFFICIENTS USED IN THE PREPROCESSOR

OF THE MICROCOMPUTER IDENTIFICATION SYSTEM
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APPENDIX I

This appendix gives detail descriptions of the APUE68] and the
micro-program that implements the various system control and target
identification processes.

A . The APU and Its Interface
withF -- e-- SDKC-805

The connection diagram of the APU is given in Figure 58.

CONNECTION DIAGRAM

00

0014 1

Too %Vo

Figure SG. Connection diagramn for the APU.
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Interfacing the APU with the SDK-80 requires the generation of
the various control signals. In this study, the APU is interfaced
to the SDK-80 as a memory location, and the control signais are gen-erated as follows:

1. CS: chip select

The chip-select signal is generated by using address
lines A13, A14, and AI5 nf the 8080A processor in the
SDK-80. The signal generation circuit is shown in
Figure 59. The chip-select signal C is low when the
address lines A13, A14, A15 are all high.

A13 9
I0

A14_ 12 - 3
A15 -- 13 74 I

Figure 59. The chip-select (Cs) signal
for the APU.

2. C/D: ronimand/data

The C/D signal is tied directly to the address line
Aý of the 8080A processor.

3. I0: tied directly to M"WT of the 8080A processor.

4. IOW; tied directly to WW line of the 808A processor.

5. PAUSE: tied directly to the ready line of the 8080A
processor.

6. CLK: tied directly to ý2 of the 8080A processor.

7. EALK, SVACK, SVREQ, RESET, E-0: unused.

8. To eliminate possible loading problem, two additional
signals are generated tc inhibit the ROM's and RAM's of the
SDK-80 when the APU is being addressed. These two control
signals (El and E3) are given in Figure 60.



.21

j. Z0 I-C0

o ~ E

to -o NO

LaJ4J

0

CQ CQ

In i

S.4

N qN



217

Asurtmary of the APU conuands is given in Table 31.

TABLE 31
APU COMMAND SUMMARY

SCommand Cod.t Command Cm~dDtcoto 1
6 S I4 3 2 1 10 Mnsimons,.ComnOcrpo(1

FiXiO POINT SINGLE. PRECISION

0 O SAOO SubladTOS fo~nOSNOS..iuivtoS NOaS Po sac
III 0 WWIL U~.11pi~es NOS tiv TOS Result to NOS Poo SlackIsl __ SOV s'.r NOS be TOS n.0~.i, to NOS Pooptc

FIXED POINT DOUBLE PAICISION
A4 3 0 0 ~ 0 DADO A,t.h.TO$ 10NOS Resultr to NOS Poo Stack.

1% 00U M Subtracts TOS fromNOS R..wit o NOS Poo Stack
1 0 IVU Mut~p~esNOS e TS Rsul toNOSPio Stack.

011 ODIV O..rl-s NOS brv TOS A-s.wlt to NOS Poo Stec'.

FLOATING POINT
a 01 0 5~ FADO Adds. TOS to NOS Rewir to NOS Pop Slack.

0 1 0 0 0) sue Subptracts TOS Ilp., NOS Re~ult to NOS. Poo Stack.
AC 100t0~ IMUL Ml.Ir-pitrri NOS hy TOS R.suft to NOS Poo Stack

a C'V O..'.tNOS ovTOS R,.vlt to NOS POO Stack
DERIVED FLOATING POINT FUNCTIONS 421

- G 1 I ,. fT SR wt
0 0 1 Cclv". of TOS ResulIt .n TOS

A:0 'C .0 0 1:00 TAN Tanry'nofITOS Resul~t ATOS
0 00 01 AS N 1A-%* .tSn#of TOS R".InTOS

00 At OS I.w Com-rn ofTOS 0....u.t A TOS
a 0 a I 0I AT AN rr....Tanny- of TOS AeI.r.ir r TOS

a 0 1 0 ~0 NOP N~t- .o.... ,w% a-a fTn eut- O

1) 0 1 0 1 0 F: %P C.;-n..t, TO Iro-) a~ot.' TO ., Rw to- TO1S rcoo ,.pppn om
C 1 0 1 1 l 1'% qn'.' TOS I ,, a-l. "C% . Id dn to thetrr Do.*,- .,Rý1 to.,SPo.Sac

I 0 S~iDAT ConIPULATIO COMMArNDS d.I431 .~ o.the~gp.1l.m
0 1 0 0 0o O CN., Ov T'o. 1.n . ... 0nI.1pn Ord nTS

A4, 1 0 1 1 0rO C sO Char.,,.y TqrOS tdo- #1at$. eorom Ifip..t c .n d o an forS.
V. I 0 0 F: CNS Cho-V. is .TOS Na oat.n q po .A ovnle ~v .10 oormn formalS

AtI 0 0 P~D Co -%TOS P..,ngep.C,.o- do..,, op',rc% oo lr d or'ý TO 0 IIOJI DOAtlbS%
P 0 1 m proiS Chnr s~ ofcpr i ....p ptcsoo ~rl oovw oi.nd on TOS t O
At J 0 1 0 0 PSOF Pu~nqp ItJIq of doub. DPrI ,.dpm Operand 0. TOStoNO

a f .0 0 1 POPS P Chag'. p'r,t Of flo.., orr." ooDrarrd an..TC 15 c ' TOS

: 1 t 0 0 Pros Push s.Ai~r ol,q prc-1o f-d.. DO-.t Oofrani 
1
on. TOS to 0 NOS mt OS

0t 1 0 1 1 TooI Put .cnu.t~rgi Orec.1.rr fwerl po ..to oi.a on TOS tod NOS
C *1 1, a I CIN:or o.'.~,oub'. pcor.treed Do~n TOS e~ro TSon NOS

. .£ I I a C. 0 00's Poo.g. mtlP.I' wfi rrrI 1-d Onat moS nd N~O TS 0Sw orTO

- PU.PI Pull Ilootmqr po-m comin,?' "- nn,, TOS Prrin,mu TOS Lrwcn'., NOS.

A".' A( '-' -s .Top : 'it% %14.11.N..l 0. Slack
2 LI .P *.-, 'I . , r'1l'l."I ow f.%o1rr0. th. Cg.,nf~r, of1 II. Slack Oftl fft* resulit Can bir C0,.n1ed O to be "611 raPf" eommwi@d

I ~* .Ii'.9.S' ..- a. fl$), FIXD, Ik.S. FLTDI *'tha ItI dat.'qOO' et formal to b ge . ofr.d ktweunr..dbItts Si nd$
0"I Fie 0l
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B. The Microprogram for the
Microcomputer System

The various functions of the microcomputer systems are imple-
mented as commands listed in Table 32. The microprogram that
implements the various commands is given following Table 32.

TABLE 32
TABLE OF COMMANDS IMPLEMENTED IN

THE MICROCOMPUTER SYSTEM

COMMAND DESCRIPTIONS

CODE

F Restart

A Display a menmry waveform on the
Osc il lo scope

8 Branch to another ROM

7 Displays data values of interest

6 Change or enter the number of waveform

taken to form an average waveform

H Change or enter number of samples per
waveform

2 Change or enter the sequence number
for, the next waveform

1 Initiate Recording sequence via the
push button

0 Record a waveform, and perform the
identification process

B Dump memory onto tape

D Check if data transmission to
recorder is error-free

-z
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C. Details in Obtaining the Second
Set of Identification DatA With
the Microcomputer System

i. _Dfffre nce equation coefficients

Table 33 tabulates the difference equation coefficients used
in the microcomputer system for identification of the mine-like
target.

2. Detection thresholds (RID-30 cm)

tMAX RANGE -14,49 (TB)

MAX RANGE •12,82

EM RANGE " 0.639, 0.862

The sane detection thresholds were used for identification of I
the mine-like tarqet in both ground conditions.

3. Identification thresholds (RID-30 cm)

Table 34 tabulates the identification thresholds for identifi-
cation of the mine-like target in the two different ground conditions.
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-yI TABLE 34
IDENTIFICATION THRESHOLDS FOR THE IDENTIFICATION OF THE

MINE-LIKE TARGET WITH THE MICROCOMPUTER SYSTEM

0" 2To T O2 T0 3  T0 4  T0 5  ''

GROUND'" T4TB Tz5TB T-6TB T=7TB T=BTB

CONDITION .522 .801 .615 .677 .780 .79177
l

(TUNED)
L|

CONDITION .500 .500 .250 .125 .500 .40000
2

(UNTUNLD) L

I ..
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APPENDIX J

Table 35 tabulates the extracted resonances and their corres-
ponding residues of the thin-wire (30cm long, 5cm deep) waveform.

Tab'le 35
EXTRACTED RESONANCES FROM THE 30cm LONG, 5cm DEEP THIN WIRE

ANTENNA LOCATION = CENTER OF WIRE

POLE * POLE RESIDUE RESIDUE
(REAL) (IMAG) (REAL) (IMAG)

-. 1308792E 9 -. ;2243403E 9 -. 1708435E 0 .6741198E-1
-. 4685945E 9 .2800813E 9 .1377038E 1 -. 2542809E I-. 2156001E 9 .'260306E 8 .2210962E 0 .1263321E 1
-. 4685945E 9 -. 2800813E 9 .1377038E 1 .2542809E I
-. 2156001E 9 -. 7260306E 8 .2210962E 0 -. 1263321E 1
-. 170807eE 9 .3030841E 9 .5459014E-1 .2335131E 0

-I1209931E 9 126777E 9 -. 9631155E 0 -. 2862594E I
-. 1209931E 9 -. 1126777E 9 -. 9631167E 0 .2862594E 1
-. 1708073E 9 -. 3030841E 9 .5459009E-1 -. 2335131E 0
-. 1308•792E 9 .2243403E 9 -. 1708435E 0 -. 6741193E-1
-. 6272871[ " .1839096E-2 -. 2458968E-1 -. 4475425E-7

PARAMETERS: N-l1, ILBS7, M=2, Il1=4, ,.=0.391E-2

Two pairs of poles appear to have dominant residues, namely the
pole pair- at 280 MHz and 112 MHz. However, the pole pair at 280 MHz
has a mu'ih more negative real part, thus, in the late-time region,

'urlHy tht, pole pair at 112 MHz is dominant. .. ..

Table 36 tabulal.e% the extracted resonances and their correspond- i
inq resirlues fro• the 30cm long on-surface wire.

In the early-time region, the pole pair at 302 MHz is dominant.

• Real Part in Nepers/%. Imaqinary part in Hz.
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TABLE 3�
EXTRACTED RESONANCES AND FROM THE ON-SURFACE THIN WIRE

(30cm LONG). ANTENNA LOCATION CENTER OF WiRE

POLE* POLE RESIDUE RESIDUE

(REAL) (iMAG) (REAL) (IMAG)

-.1462028E10 .OOOOOOOE 1 .2469165E 1 *6242044E-7
-.3449277E 9 -.3023622E 9 *1591370E 1 -.1711432E 1
-.3449277E 9 .3023622E 9 *1�9137OE 1 .1711432E 1
-.1003984E 9 -.2404006E 9 -. 1003876E 0 .1049173E-1
-.2344375E 9 .4529953E 9 -.2735412E 0 .1V13815E-1
-.4641263E 8 .6872750E 8 - .6308170E-1 .7273762E-1
-.2344375E 9 -.4529953E 9 -?.035411E 0 -.1113816E-1
-.1003984E 9 .2404006E 9 -.1003877E 0 -.1049174E-1
-.3901977E 8 -,1401513E 9 -.2077824E-1 -.2096944E-1
-.3901977E 8 .1401513E 9 -.2077823E-1 *2096944E-1
- .3232055E 9 .3787546E 9 -.3689420E 0 -.6241565E 0
-.3232055E 9 -.3787546E 9 -.3680420E 0 .6241565E 0
-.4641263E 8 -.6872750E B -.6308171E-1 *.7273161L-1

PARN4ETERS: N=13, IBS�5, M=2, II�1, �=O.3839O75E-3

I.,
[

S *� � . �. 9 * , . . ffi . S .� .. .

*

*Real part in Nepers/s. Imaginary part in Hz.
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